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Abstract

This ond part of atwo-part study evaluates retrievals of agosol opticd depths, 7, and,, in
AVHRR channels 1 and 2centered at A,=0.63and 2,=0.83um, and an eff edive Angstrom exporent, a,
derived therefrom as a=-In(t,/1,)/In(A,/A,). Theretrievals are made with the 6S radiative transfer model from
four NOAA14/AVH RR datasets, colleded between February 1998- May 1999in the latitudinal belt of 5-
25°S. A seriesof quality control (QC) chedks applied to the retrievals to identify outliers are described. These
remove atotal of ~1% of paints, which presumably originate from channel mis-registration, residual cloud
in AVHRR cloudscreened pixels, and substantial deviations from the assumptions used in the retrieval
model (e.g. bright coastal and high altitude inland waters). First, from examining histograms of the
derived parametersit isfoundthat T and o are acarrately fit by log-normal and namal probability
distribution functions (PDF), respedively. Seond,the scatergrams “t, vst,” are analyzed to seeif they
form a wherent pattern. They doindeed converge & the origin, as expeded, bu frequently are outside of
the expeded damain in t,-t, space defined by two straight lines correspondng to a=0 and a=2. This
resultsin alow biasin a, which tendsto fill i n an interval of ae[-1,]1] rather than a €[0,2]. Third,
scatergrams of “o vst* are used to empiricaly confirm a previously drawn theoretica conclusion that
errorsin o areinversely propartional tot. Morein depth quantitative analyses suggest that the AVHRR
derived Angstrom exporent becomes progressvely more meaningful when t>0.2. Geographicd trends
are studied to demonstrate that the seleded ocean areais reasonably uniform to justify applicaion d
consistency chedksto reved angular trendsin theretrievals. These cdhedks show that in most cases, the
artifadsin theretrieved T and o are statisticaly insignificant. On average, our analysis suggests that the
retrieved 1, 7,, and a show a high degreeof self- and inter-consistency, with the exception d a
troudesome May 1999 ditaset. The most prominent problem naticed so far is the inconsistency between
1, and t,, persistent from one dataset to ancther, which cdlsfor fine tuning some (non-aeosol model

related) elements of the retrieval algorithm. These adjustments will be discussed el sewhere.



1. I ntroduction

Our companion paper (Ignatov and Stowe 2001; heredter 1S01) described independent retrievals
of agrosol opticd depths (AOD) from spedrally wide channels 1 and 2 d the Advanced Very High
Resolution Radiometer (AVHRR) onbaard the NOAA pdar orbiting satellites. Theretrievals are
subsequently scaded to the monochromatic wavel engths of A,=0.63and 1,=0.83um, which ac@rding to
1S01, most closely represent the AVHRR central wavelengths onbaard diff erent NOAA satellites. These

scded 1, and, are finaly reported, along with an eff edive Angstrom exporent, derived from them as

in -
N o - 1
a= lnAl—/\XInh, A= |nil (1)
Az A2

Here, A isthe spedral separation fador between the channels, A=3.63.

Physicd principles and premises of the retrieval algorithm are analyzed in detail by Ignatov and
Stowe (2000. Itstechnicd implementation with a new radiative transfer (RT) model, 6S (Vermote € al.
1997, was documented in grea detail in 1S01, which also described the four NOAA14/AVHRR datasets,
used to quantify the dfeds of transition. Here, the same data, coll eded in the 5-25°S global | atitudinal
belt in Feb’' 98 (N=67,092retrievals), Apr' 98 (N=78,269, Jan' 98 (N=101,08), and May’' 99
(N=108,2886, are used to empiricdly evaluate the retrievals of T and a. Performing analyses with data
colleded under such awide variety of geometricd and cdi bration condtions all ows one to aaquire a
long-term (15 months) perspedive of the dgorithm’s performance and thus a more redistic gopredation
of their robustness Thefirst threedatasets are largely inter-consistent with ead ather, whereas the
May’ 99 dhtaset shows anomal ous behavior, most likely due to alarge propation d its observations
being taken at high solar zenith angles 65>60° (more than half; see aalysisin sedion 7 ty 1S01).

In this gudy, the data have been additi onall y screened for otliers using a set of spedally



3
implemented procedures. Mathematicaly, these ae based onmethods of identifying unexplained pants
far from the centers of the respedive data dusters (avail able from the statisticd lit erature (e.g. Ostle and
Malone 1988 Bevington and Robinson 1992. Physicdly, they may result from significant
“norstatistica fluctuations” (term by Bevington and Robinson 1993 of the adual radiances and/or
retrieval condtions from thase asumed (due eg. to radiometer malfunction, a significant departure from
theretrieval model’ s ocean surfacdatmosphere properties, or adifferent kind o surfaceland, a residual
cloudin the doudscreened sensor’sfield of view). These situations are unavoidable in red-world
experimental data, espedally in large datasets. With this outlier analysis, we have identified and
excluded about 1% of agosol opticd depth retrievalsin ead dataset. The QC chedks, introduced in
sedions 2 and 3,are shown to result in more robust and redictable statistics for the retrieved parameters,
espedally their extreme values - minima and maxima.

In sedion 2,the probability distribution functions (PDF) of all three aeosol parameters, t,, 7,
and o, are analyzed. It isfoundthat AODs are acarrately represented by log-normal PDFs. Thisfad is
in agreement with the recent analysis by O'Neill et al. (2000, who employed AOD data of various types
of agosols, measured by AERONET sun-phaometers (Holben et al. 1998, to empiricadly demonstrate
that the log-normal PDF is a better referencefor reporting AOD statistics than the more aistomary
normal PDF. Note that ocean bio-opticd parameters often have PDFs close to log-normal (Campbell
1995, as do some of the @mosphere-opticd parameters, e.g., agosol badkscater (e.g. Tratt and Menzies
1994,and references therein), the liquid water path (Cahalan et al. 1995, and agosol/cloud ogica depth
(King et al. 198Q Barker et al. 199§ (in the latter paper, agammadistributionis used, which iscloseto
log-normal, for a spedfic combination d parameters).

For the Angstrom exporent, anormal PDF was foundto provide areasonablefit to the data. The
normality of the Angstrom exporent’s PDF was $iown to be adired consequence of the log-normality

of the AOD PDFs. These fundamental results are important for many aeosol optics related appli caions,
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as the vast majority of statisticad methods and estimatesimply, diredly or indiredly, gaussan
distributions of the data. An example of such an applicaionis e.g. the spacetime averaging of aeosol
data (from either sun-phaometer or satellit €), and appropriate reporting of their statistics. Another
exampleisvalidation d satellit e aeosol retrievals through regresson analyses against groundbased
measurements. In the present study, the log-normal PDF is gedficdly used to pu error bars on dff erent
statistica estimates, which gives yet another example of the pradica use of this fundamental PDF result.

In sedion 3,the scatergramsof “1, vst,” are analyzed in two dfferent ways. Thefirst analysis
has to dowith the quality control of retrievals, paving the way for one of the QC chedks (referred to as
QC1). Aimed spedficdly at identifying and removing those outli ers (~0.5-0.8% of observations) which
show upin the anomalous gedral behavior of T, QC1 isbased onaspedal cluster analysis of the “z, vs
1, regressonresidual. Aninteresting by-product from this part of the analysisis an estimate of two
statistica parameters: an urresolved combination o rmserrors in the retrieved T, andt,, (6,,2+6,,2)"
~1x10? (subscript “n” stands for “noise”), andthe “natural” (noise-free variability of the Angstrom
exporent within the datasets, ¢,,~0.24t0.02(represented with subscript “0”). The secondanalysisis
related to cheding the retrievals in the two channels for their inter-consistency, after the outliers have
been removed. In particular, the scatergram is foundto converge & the origin, as expeded, bu is sifted
with resped to its expeded damain, defined by two straight lines correspondng to «=0 and a=2. This
resultsin anegative biasin a, which tendsto fall in an interval of [-1,1] rather than the expeded interval
of [0,2.

Angstrom (1964 warned that the aror in o derived from sun-phaometers “readies appredable
amourtsfirst at low turbidity values’. Ignatov et al. (1998 have shown theoreticdly that errorsin
satellit e derived a are inversely propartional to t. Ignatov and Stowe (2000 foundthis theoreticd
predictionto bein good quitative agreanent with TRMM/VIRS aegosol retrievals. In sedion 4,errors

in o are further structured into systematic trend, <o.>/t, (heredter, subscript “&” refersto “error”), and
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randam error, o,,./t, (bradkets “<>" refer to “average”). Quantitative analysis of the scattergrams of “a
vst* shows that the systematic trend comporent is negligible in many cases (<o,>~0), but noiseisnat:
6,.~0.042:0.02 The root-mean-squared “natural” (noise-freg variability in o is also estimated, and
foundto be 6,,~0.22t0.02,in agreament with estimates of sedion 2. Combining these, the aossover
point in AOD at which the “signal-to-noise” ratio in the Angstrom exporent, defined asn=(o,/0.,.) %11,
bemmes 1 isfoundto be & 7,~0.18t0.02. Thisimpliesthat the derived Angstrom exporent becmes
progressvely more meaningful ast, exceals ~0.2,and pogressvely lessmeaningful ast, diminishes
from 0.2. This further emphasizes the point stated elsewhere (Ignatov et a. 1998 Ignatov and Stowe
2000 that the high ndsein a size parameter at low t is an inherent aegrosol retrieval problem with any
satellit e radiometer, and with any size parameter (e.g., o) being derived with any aerosol retrieval
algorithm. Despite some diff erencesin robustnessand acairacgy, which depend onthe choice of retrieval
algorithm and retrieved size parameter and spacétime averaging of the retrievals, the major restrictions
to acasracy are being imposed by two mechanisms: the arorsin dfferent channels (due to radiometric
and retrieval model uncertainties), and their spedral separation, which defines the anplificaion effed of
these arorsin theretrieved size parameter.

In sedion 5,angular trendsin the retrievals are analyzed. Minimum and mean (along with its
standard error) are plotted in ead angular bin against sun, view, single scattering, and glint (angular
distance avay from speaular refledion) angles. Note that statistics of AODs are cdculated
geometricdly, due to the log-normality of their PDFs, whereas the Angstrom exporent statistics are
cdculated arithmeticdly. Within the uncertainty limits estimated from the observed PDF statistics, in the
vast majority of casesthere ae no statisticdly significant angular trends in the mean values of 1,, 1,, and
a. However, the minima show trends with almost every single angle. Possble reasons for these, and
ways to al eviate them, are discussed.

In sedion 6,geographicd trendsin theretrievals areiill ustrated, and foundto be small enough to
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warrant the use of the angular tests of sedion 5. Also, the observed residual nonuniformities are
consistent with intuitive expedations of the distributions of these parameters.

The major points of the study are summarized in the Conclusion sedion. In pradicd
perspedive, the two independent channel retrieval algorithm implemented with the 6S radiative transfer
model was foundto perform predictably and undrstandably, the retrievals reveding a high degreeof
self- and inter-consistency. However, some aljustments to the dgorithm are needed. These will be

considered in future papers.

2. Probabili ty Distribution Functions of Aerosol Optical Depth and the Angstrom Exponent

a. Quality Control (QC) Tests

Only datathat passa series of spedally formulated quality control (QC) tests, are used in the
PDF analyses of this ®dion. In applying QCs, a awmulative logic isused, i.e., QC2 is applied to the
output of QC1; QC3 - to the output of QC2, and so on. A statisticd summary of the results of applicaion
of different QCsis presented in Table 1.

First, data have been screened using a spedral test, QC1, described in detail in sedion 3. QC1is
applied before any other test, because it removes the vast majority of outli ers resulting from significant
violation d theretrieval asumptions. Tednicdly, thase anomalousretrievals are identified by their
inconsistent appeaancein the scaterplots of “1, vst,”.

Sewnd, ponts with negative AODSs (t,,t,<0) were excluded (QC2-3). Those may result from a
satellit e sensor data eror, or from aviolation d the assumptions made in the retrieval algorithm
(overestimated Rayleigh and/or oceanic contribution, etc; examples are discussed in sedion 3. The
negative retrievals are physicdly unredistic, but are useful to dagnaose dgorithm performance and/or
data quality, and therefore ae permitted in the original data. They are removed here to eli minate data

points for which alogarithm canna be cdculated (needed for log-normal analyses below). They will be
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all owed when analyzing minimum t in sedions 5&6. Table 1 showsthat only two of the four datasets
originally contained negative retrievals: Apr’98 (6 pantswith t,<0; no regative retrievalsin channel 2)
and May’ 99 (115 pantswith 7,<0; and 7 pentswith 1,<0). Of these, only 30 pantsin May’ 99 with
1,<0 failed to be removed by QC1.

Thethird set of QCs (4&5) chedk t, and t,, separately, for outliers (i.e., atypicd values). Several
such tests are avail able from the statisticd literature. The simplest one, the so cdled 4o-test, has been
seleded. According to Ostle and Malone (1988 and Bevington and Robinson (1992), the probability of
finding observations beyonda +4c departure from an ensemble mean is negligible. It needsto be
emphasized that the data being tested do na need to be distributed namally. The only requirements are
that their PDF be mound-shaped, and reasonably symmetric. It will be shown that spacétime ensembles
of = in bah channels are dosely described by log-normal distributions, which are strongly asymmetric
abou the pesk. Asa mnsequence, their logarithms are distributed more symmetricaly (al most
normally), and therefore ae better suited to the 4o-test. Ancther advantage of removing outliersin log-
spaceisthat the respedive probabiliti es of occurrence can be estimated numericdly. According to
(Bevington and Robinson 1992, the probabilit y of finding observations beyonda +4c departure for a
normally distributed value (>logty +4logp; QC4-5) is~ 3x10°, and the same probability exists for
finding them beyonda -4c departure (<logty -4log; QC6-7) (seenext sedionfor definitions of ¢, and
). Therefore for N~10° measurements in ead ensemble, only about 3 data points are expeaed to be
identified above and below the 4o interval.

Table 1 showsthat from 5 to 53 pants are identified in channel 1 (QC4), and 1-4 addtiond
pointsin channel 2 (QC5) (nate that QC5 is applied to the output of QC4). Observations with logT>log
T4 +4log; are most probably due to residual cloudcontaminationin the data, mis-identified by the
cloud-screening algorithm as clea. The small percentage of large AODs removed by QC4-5, is

indicdive of the very high quality of cloudscreeningin the AVHRR data (McClain et al. 1989. With
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littl e doult, cloud screening is of comparable (if not greaer) importancefor acarate aeosol remote
sensing than the aeosol retrieval algorithm itself. Note dso that the QC4-5 tests do areasonable job o
stabili zing 14,,,,, @nd T, iN the datasets (bottom two rowsin Table 1), lowering them from 1.0-1.4in
channel 1, and 0.71.5in channd 2, dowvn to ~0.5-0.6in bah channelsin all four datasets.

Many more data points are excluded at the low-t end d the ensemble by QC6-7. Thereasonis
that the absolute t-errors (resulting from data erors and/or violations of model parameters, prescribed in
theretrieval algorithm) translate into appredably larger relative (per-cent) errors at small , thus resulting
in larger absolute errorsinlogt. Asaresult, many low-t pantsfall below the aiticd 4o interval: from
37to 354in channel 1, and addtiondly (again, recdl that QC7 is applied to the result of QC6) from 31
to 178in channel 2. The number of low-aeaosol points excluded in bah channels with QC6 and 7,
respedively, shows an increasing trend in time, which may indicate an overall dedining trendin bah t,
andrt,. Thistrendisalso clealy seenin,,,, andr,.,, after screening (from ~0.04in Feb’ 98 davn to
~0.02in May’'99in Table 1), which also become more uniform aaossthe datasets. Thisfeaure will be
discussed below in more detail .

Note that QC6-7 impli es automatic removal of negative retrievals, so there may be no reed for
QC2-3. However, QC2-3 were introduced to spedficdly highlight the frequency of occurrence of
negative retrievalsin the data, which is, by itself, an independent indicator of the data/algorithm quality.

All seven tests together remove from 0.8-1.3% of the data. It shoud be particularly emphasized
that more stable min/max statistics of AODs occur in bah channels as aresult of screening. In sedion 4,

it will also be shown that the QCs have afavorableimpad on Angstrom exporent retrievals.

b. PDF of Aerosol Optical Depths
Figs.1& 2 show histograms of the screened AODs in channels 1 and 2,respedively, for the four

datasets. Left panels show histograms of T, and right panels - histograms of their deamal logarithms, log
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1. (Heredter, “log” refersto dedmal logarithm, log,,, while “In” represents natural logarithm, log,).
In addition, their fit with anormal (in “log t” - space andlog-normal (in “1” - space PDF is

shown (solid curves) acording to the foll owing two formulae(O' Neill et al. 2000:

O i O
0 logz "0 1
| — "9 )=—
P(logr: ) w/2r[|o | pD ZIOQZHi% P(T) Ti xInlO
g Hi
&

xP(logri) (2)

Here, T4 and ; are the geometric mean and standard deviation d =, in channel i (=1,2), defined as

logTy =<logTi >; |09M=\/<(Iogri—<logri>)2> (3)

Similarly to O'Nelill et al. (2000, these fits are nat in the root-mean-squared sense (based onminimum
residuals) but rather in the sense of determining how well the respedive PDFs, given the same mean,
standard deviation, and number of measurements as the data, fit the histogram. Visual inspedion o
histograms and their log-normal fitsin Figs.1& 2 suggests that in all cases, the respedive histograms are
closetolog-normal. The quality of thefit is better in channel 1 than in channel 2, andfor the first three
datasets (Feb’ 98-Jan’ 99) than for the fourth (May’'99). Asdiscussd below, bath the retrieval algorithm
andthe inpu satellit e refledances (cdibration) probably need adjustment. Before these ae made, any
guantitative analysis of the goodressof the fit may be misleading, and therefore is nat attempted herein.
The 1- satellit e product being analyzed isa combination o a physicd signal (AOD itself), with
errors due to retrieval uncertainties (biases and scater from deviations of the observed surface ad
atmospheric parameters from those prescribed in the model) and instrumental errors (cdibration, nase,
channel mis-registration, etc.) super-imposed onit. Therefore, even assuming that the physicd signal is
perfedly log-normal, certain deviations of the histograms from thisided pattern are expeded die to

these arors.
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From this perspedive, two feaures of Figs.1& 2 are worth nding. First, they suggest that the
retrievalsin AVHRR channel 1 are, overall, more acarate than in channel 2. They also imply that the
retrieval errorsincrease towards the end d the 16-month observation period. Furthermore, if one
asumes that additi ve (non-multi pli caive) errorsin the retrieved T were ébou the same over the full
range of T (an assumption, nd absolutely unredistic), it would be the low-end d this range that would be
subjed to the largest relative (per-cent) errors, which would result in the largest absolute erorsinlogz
(cf. with sedion 23). Therefore, ore could exped the largest distortionsto be observed at low . Indeed,
thisfeaure seemsto be observed in Figs.1& 2(b), particularly in the May’ 99 dataset. This asymmetry
may suggest that a better fit can be adieved from atruncaed histogram, to minimize the dfed of non
agosol related nase & low 1, or through fitting the red histogram with a superpasition o e.g. log-normal
(“physicd signal”) and namal (“noise”) PDFs. These more sophisticaed analyses are nat attempted, in
anticipation d future improvementsto the retrievals.

Arithmetic mean, 1., is often used in the remote sensing community as a measure of the total
amourt of agosol over a cetain ensemble of points (e.g. Husar et al. 1997 Wagener et a. 1997
Mishchenko et al. 1999 Higurashi and Nakajima 1999. According to O’ Nelll et al. (2000 and the
present analyses, the use of geometric mean, 14, IS abetter charaderization d AOD statistics, which
allowsfor amore acarate reanstruction d the PDF, and is therefore better justified.

Table 2 lists geometricd means and standard deviations (t,; and ;, top), along with the regular
arithmetic courterparts (t, and ot;, batom), for all four datsets. The values of 7, and t; change

coherently, with 7; being about 0.01G:0.002 hgher than its respedive geometric courterpart, t,, in bah

g’
channels. This suggeststhat either one or the other statistic can be used when mean values from diff erent
sources are ampared (e.g. in validation d satellit e retrievals against sun-phaometers), aslong as the

same statistics are used consistently with bah data sources.

In all four cases, onaverage, t, exceals t,, asis expeded from other independent observations
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(e.g. Kaufman 1993 Tanre d@ al. 1997 Holben et a. 199§. Thistendency hadsin bah the aithmetic
and geometric sense (Quantitative analysislater in the paper shows, however, that the observed spedral
differenceis gnaller than expeded).

AODsin bah channels show a dea dedining trend with time (in bah geometric and arithmetic
senses), persistent from one dataset to the next. From Feb’ 98 through May’ 99, 1, dedines by ~0.03,and
1, by ~0.04 which is abou 25-35% of = themselves. Some of thistrend is undoultedly aresult of the
changein cdibration dift corredion coefficients implemented in Decanber 1998(discussed in 1S01,
with numericd estimates of the dfed). Also, some unpubished analysis of the monthly mean tropica
time series of AOD from the AVHRR Pathfinder Atmosphere dataset (Stowe € al. 2007), shows that
month to month changes within ayea may be of comparable magnitude to the changes observed in Table
2 and may exhibit several maxima and minimawithin agiven yea. Also, latitudinal coveragein the 5-
25°Sregionis changing with time, asill ustrated in Fig.4 o 1S01, such that any latitudinal gradientsin
AOD will be sampled dfferently, and may cause atificia changesin the 5-25°S mean values (either
geometric or arithmetic).

Other posgble causes of the dedining trendin AOD could be related to the retrieval algorithm
itself (e.g., dueto asystematic change in scatering, ill umination, a refledion geometry from one dataset
to the other). Below, these hypotheses are explored with the data.

Errorsin the aeosol microphysicd model used in the retrieval algorithm have amulti pli cative
effed onz (see eg. Ignatov and Stowe 2000. Their effedsont,,, are negligible, bu not so onthe mean
7, whichisinfluenced in propationto T itself. Therefore these aeosol related errors may cause the
observed dovnward trend d the mean (but not minimum) with time. These erors are introduced
primarily through changes in the scatering geometry. The two datasets for Feb' 98 and Jan’ 99 have
similar scatering geometries (modal scatering angle x~170°), and therefore similar values of the

scatering phase functions are used in bah retrievals. However, these datasets $row big differencesin
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AODs, thus denying the hypothesis that these deficiencies result from aeosol model errors.

If one ssumesthat it is the ill umination geometry which expaoses the aeosol model related
errors, than the mean = for Apr’ 98 and Jan' 99 datasets hhoud agree They have similar sunill umination
geometries (modal sunangle 6,,~50°), however, they also show big differencesin theretrievals. On the
other hand, the Fety 98 and Apr’ 98 datasets show negligible dnangesin AODs, whereas their sun-
scatering geometries differ significantly (modal angles 6,,~37°, %,,~170° in Feb’98; and 6,,~50°,
*m~150° in Apr’98). It istherefore concluded that the observed trends are unlikely to be related to
multi plicaive erorsin the data (~25-30%), which rejeds the hypothesis that errorsin the agosol part of
theretrieval algorithm are causing the trend.

From the &bove analyses, the arors causing the trend are most probably additive. Thistype of
error ismost easily seenin t,,,,,, and t,,;,, (Iast rowsin Table 1, and detail ed analysis of sedion 5. These
are substantially lessrelated to agosol model than are the average AODs, and are mostly defined by the
surfacerefledance model, the Rayleigh opticd depth used in the retrieval model, and the cdibration o
the satellit e sensor. If this downward trend is related to the surfacereflecdance moddl, then trends in the
retrievals must be due to systematic changes in ill umination-viewing geometry. However, it was $own
above that thereisno dred correlation between geometry and the trends.

We therefore mnclude that systematic trendsin the cdibration d the two AVHRR channels are
most likely to bethe cause. According to ou estimates, adrop o ~6-8% in the cdi bration slope over the
period d Feb'98-May’ 99 would explain the observed trendint. Thisisinfad what occurred in
Decamber 1998when cdibration dift coefficients were changed (cf. Egs.(10-12), IS01). Thelargely
coherent dedine in the two channels may be related to the methods employed in the vicarious cdibration
procedure, which separates the systematic change of ill umination geometry from sensor degradation over

abright desert target (Rao and Chen 1996.
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b. PDFs of the Angstrom Exporent

Fig.3a shows histograms of the Angstrom exporent, a, for retrievals which passed all seven QC
tests, described in sedion 23, whereas Fig.3b shows a sub-sample of those for which t,&1,>0.1 (the
meaning of this sscond panel is explained below), along with their fit with anormal PDF (defined in the
same sense & above for 1):

1 0 (a-an)O
Pla)=—F—=— XI55z H (4)
2T0a 204

where a,, and o, are ensemble aithmetic mean and standard deviation d the Angstrom exporent. To

demonstrate that anormal PDF is appropriate, EQ.(1) can be re-written as

a= loge X (Iogn - Iogrz)
Being alinea combination d two nhamally distributed values, logt, andlogz,, a isaso expeded to be
distributed namally (e.g. Ostle and Malone 1988.

The shape of the histogram of o in Fig.3ais, indeed, close to gaussan. Inall cases, thefit
matches the mode of the histogram, a,,,, but overestimates the width o the distribution, ¢, which may be
dueto errorsin theretrieved a, asit waswith t. It will be shownin sedion 4that the measured signal is
a combination o aphysicd signal (i.e., “true” wavelength dependenceof T at two wavelengths), with an
error that increasesin inverse propationtot. This has aready been dscussed in sedion 2,that larger
absolute errorsin logt occur at lower . According to the dove equation, errorsin t are anplified when
combining 1, and t, into the Angstrom exporent, which shoud result in widening of its histogram. To
test this hypathesis, in the right panel of Fig.3 are plotted histograms of « after excluding small t values

(i.e., ony 1,&1,>0.1are used). Overadl, they andtheir PDF fits become much closer to namal, although

the fit continues to show a somewhat flatter shape @ compared to the more pedked datain threeof the
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four datasets.

Quantitative information onthe two fit parameters, «,,,and ¢, for the two cases presented in Fig.3
(all data pased QC1-7, and a sub-sample of those with 7,&1,>0.1), is given in the bottom portion d
Table2. AsFig.3 suggests, the sample standard deviation d the Angstrom exporents (c,) is more
sensitive to the restrictions imposed ont, than the sample mean («,,). Thereisno clea timetrendin the
derived Angstrom exporent asthereisin . The fluctuations are within afew hundedths of 0.1in the
first threedatasets, and o ~0.4in the May’ 99 dataset.

It is concluded from these analyses that the PDF of the true Angstrom exporent is close to
gaussan. Any deviation d the observed empiricd histogram from this function most probably results
from nonagosol related errorsin the retrievals, due to input data quality and deviations of adual
retrieval condtions from thase asumed in the retrieval model. It isalso concluded that despite
naticedle trendsin t, and t,, these trends appea to be largely coherent in the channels, and cancd out

when taking their ratio in cdculating the Angstrom exporent, except for the May’ 99 chtaset.

3. Scattergrams “t, vst,”

If T, and 1, are aror-freg then scatergrams of “t, vst," shownin Figs.4-7(al) (one figure for
ead o the four datasets), would form a compaa spedrall y-coherent cluster, locaed in atriangul ar
sedor of the two-dimensional “t,-t," space Inredity, theretrievals are prone to dfferent errors, which
result in two types of distortionto this expeded pattern: 1) outliers, falli ng outside of this cluster, and 2
displacament of the atual cluster from its expeded damain. In the two sub-sedions below, ouliers are
identified and then removed by using a spedally developed statistica procedure, based onthe expeded
spedral coherence of the retrievals, and then, the locaion d the duster with resped to its expeded

domain is examined.
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a. Spedral QC Test of the Retrievals (QC1) to Remove Outliers
Eq.(1) suggests that if 7, and 1, are aror-freg i.e. 1, = 1,', 1, = 1,' (the superscript “t” here stands

for “true”), then their values, acaording to Eq.(1), would be linealy related as*

Ao
Ti=at xXT;; where at:expgxg (5)

where o, represents the “true” (error-fre€ Angstrom exporent.

Theretrieved 1, and t,, however, are not error-free They are subjed to channel (i)- and
retrieval-point-spedfic multiplicaive, & (e.g. dueto error in agosol phase function, moleaular
absorption, a cdibration) and additive, ¢, (e.g. dueto urcertain oceanic refledance, Rayleigh scatering,

or radiometric noise) errors (Ignatov and Stowe 2000, represented as

T1=& XT{ +& T:=&E XT3+ & (6)

Combining Egs.(5-6), the relationship between the two retrieved AODs is re-written as

Ti=axXT2+bh; a=atxé—1; b=ﬁ€1—£zxatx€—lﬁ (7)
EZ fz

Egs.(5-7) are written for eadh individual retrieval point (AVHRR observation), and therefore, 1,
andr, are instantaneous retrievals, and all other parameters are retrieval-point spedfic.
Let us now consider the ensemble of observations presented in Figs.4-7(al), andfit alinea

regresson line through the scatergram?

'In what follows, t, is considered an independent, and t,, a dependent variable. Thisisnot
criticd to the analysis sncethe two variables can be switched, which will change the intermediate
considerations, bu nat the final result.

?Analysis of sedtion 2suggests that, from a statistica point of view, the linea regresson analysis
would be more alequate to performin a “logt, vslogt,* rather than “t, vst,* space However,
transitionto alog-space atomaticdly requires excluding negative retrievals, before the outlier analysis
is dore, which eliminates these obvious retrieval errors from further diagnoses.
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fi=a,xT2+bo; ATi=T1-T1; 0%y =(f1-11)" 0,~ min (8)

Figs.4-7(al) suggest that the scatergrams tendto diverge as AOD increases, due to agosol size
related variability in the Angstrom exporent, consistent with Eq.(5) (cf. with Ignatov and Stowe 2000,
and analysisin the next sub-sedion). Thisdiverging pattern is ssmewhat more dealy seenin Fig.4-
7(a4), whichiisaplot of theresidua of the regresson At, asafunction d z,. In addition, Figs.4-7(a2)
show histograms of the regressonresidual, At,, defined by Eq.(8), along with its gausdan fit, whose
quality will be shown to improve &ter outlier removal®.

Given that theretrieval errors & ande; may vary from oneretrieval point to another, as also may
the Angstrom exporent (and therefore the a' parameter defined by Eq.(5)), the residual, At,, andits

variance, ¢,,,%, for agiven value of 1,, are described as
-~ _\2
ATi=Ti-Ti=0axT, +Ab; odn=(ti-1) =g x1i+0? (9)

Here, 4a=a,-a, 4b=b,-b, where (a,3,) and (b,h,) are defined by Egs.(7-8), and their respedive variances

are

gzzgthxE—lm- 02:0-2(5)+0'2D ><at><6—lD (10)
R AL R A A

Eq.(10) can be simplified, for the convenience of further semi-quantitative estimates. Initsfirst part (for
%), multiplicative arors are assumed minimal (£,~£,~1, and therefore &,/£,~1), and the a'-term (defined

by Eq.(5)) is assumed to be represented by atruncated Taylor series: exp(o,/A)~1+0/A). Inthe second

*Theresidual of regresson, defined by Eq.(8), At,, is composed of the variability in the
Angstrom exporent (which was dhown to be distributed namally), and additi ve retrieval errors. The
latter result from many fadors and therefore ae dso expeded to be distributed namally acwrding to the
central limit theorem. The deviation d the histogram from the normal fit is thus expeded to be mostly
related to ouliers. Note that the gausdan fit, in this particular case, is neither analyzed na used in this
paper in any quantitative manner but for ill ustration puposes only.



17

part of Eq.(10) (for 6,?), a'~1is substituted’. This gives:

2
Oa
Az’

In Eq.(10a), 6,2 [i.e. 6%(a,)] isthe natural (noise-free variance of the Angstrom exporent, and s,,” and

o2

O-bzzo-lzn +022n (103.)

o,.> are variances of the t-retrieval addtiveerrors (“noise”). From Eq.(10a) one concludes that the 6,-
term is mostly related to the natural (noise-fre€ root-mean-squared variability in the Angstrom exporent
within the dataset (c,,), Whereas the 6,-term is mostly due to the mmbined root-mean-squared additive
errorsin the channels (6,,2+6,,%)°.

The propartionality between o,,,% and 1,7, suggested by Eq.(9) and shown in Figs.4-7(a3), serves
as the basis from which to construct an iterative procedure to remove the outliers. First, the data points
in Figs.4-7(a3) are fit with alinea regresson line (suggested by Eq.(9), through the paints, 6,,,,,
estimated at binned values of z,?), and the predicted o,,,° are used to remove points with | At, | >4c,,, in
Figs.4-7(al). Thereasonfor using the 4s-threshold has already been dscussed in sedion 2. After that,
the regresgon coefficients (a,,b,) are re-evaluated, and the full analysis repeaed urtil convergenceis
achieved, i.e. no pants are found ouside the +4c,_, interval.

Table 3 shows the number of iterations required to achieve convergence, along with the number
of points excluded at ead iteration step. Typicdly, 4-7 iterations are required, which exclude 0.5-0.8%
of the measurements. Thefinal result of thisiterative procedure is presented in the right panels of Figs.4-
7 (fully comparable in its dructure with the left panels). All dependencies become more regular and less

noisy, including a doser match to agaussan fit in Figs.4-7(b2) and a better linea relationship “c,.,2 Vs

*Infaa, a' varies from a'~1, when 0,~0, to a~1.74,when o,~2. For typicd oceanic agosols,
a,~0.5,and a~1.15,which justifies the use of a'~1.

°Eq.(10) shows that both the 6, and o,,2-terms may need adjustment for aratio of multipli catve
errorsin the channels. The latter term may additi onally need adjustment for a nornrzero Angstrom
exporent. These ajustments are typicdly small, and therefore negleded here, for brevity and simpli city.
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1,2" in Figs.4-7(b3).

The outliers being removed by this iterative procedure may be due to either instrumental errors
(e.g., ndseinanindividua channel, mis-registration between dff erent channels, etc.), or to aviolation
of the physicd retrieval model®. Below, apossble (but by no means exhaustive) explanation for some of
themisgiven. Whatever the reason a explanation for a particular outlier, it must be excluded from
agosol related analyses as being indicative of either a problem with the radiometer data, or with the
retrieval model at the particular retrieval point.

First, very few outliersfall below the -4c boundry, bu many more ae @oveit (see eg. Figs.4-
5). Geographicd location has shown that the low outliers typicdly belong to high-altitude lakes. Let us
consider as an example the six paints with t,<0 colleded onApril 5, 1998(these are not shown in
Fig.5(al), bu they areincluded in Fig.5(a4) and nded in the seandline of Table 1; notein Table 1 that
for al six pants, 7,>0). Thaose were locaed in Lake Titicacain Peru (9=15-16°S, A=69-70°W) at an
atitude of 3,812m. The operational retrieval algorithm considers all data more than ~15km from a
coast line to be suitable for retrieval. The reason for underestimating t, is that the Rayleigh opticd depth
in channel 1,77, isonly ~0.035 wer this high-altitude lake, i.e., it is~0.025lower than assumed for sea
level intheretrieval algorithm. Asaresult, the measured refledancein channel 1 is below what is
expeded for t,=0 in the look-up-table, and a negative 1, isretrieved. Taking into acwurt that an error in
T tranglates into an error int with an amplificaiion o ~5-6 (for detail, seelgnatov and Stowe 2000, ore
can exped the eror §t,~-0.15. In channel 2, 1%, isabou 3 times lessthan in channel 1 (~0.02at sea
level), so 61, isthreetimesless i.e. ~-0.05. If AODs over the lake were ébou ~0.10in bah channelson

April 5, 1998 then the estimated t,~(0.10-:0.19~-0.05,and z,~(0.10-0.05~+0.05,which closely

®Analysis of Figs.4-7(b1) suggests that some paints identified as outliers by the present
procedure seam reasonable, asthey have eg. O<a<2. Note that in many cases, this decaving “goodress’
of the excluded pdntsisrelated to the overall displacanent of the dusters from their expeded damains,
resulting from systematic erorsin theretrievals. With thisin mind, we chocse to foll ow the advicefrom
Bevington and Robinson (1988: “do nd trust statisticsin the tail s of the distributions”.
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correspondto those observed onthat day. Table 1 suggests that these six paints have been succesSully
identified by the spedral (QC1) test, due to the wavelength dependent eff eds of an inconsistency in
surface #itude. Thisexample originally motivated the development of the QC1 test, and was | ater
extended to include QC2-7. Figs.4-7(a4) suggest that there ae more points colleded over high altitude
lakes, which have bath t,&1,>0 and would nd be eaily identified without multi-spedral measurements
andtests like QCL.

Many more outliers tend to fall above the +4c boundry. Now, 1, appeasto be overestimated
relative to channel 2 (or T, underestimated relative to channel 1), i.e., the measured value in channel 1is
higher than predicted from the measurement in channel 2, 7,. Thisclassof outliers may originate from
unscreened coastal watersin the retrievals (due perhaps to navigation errors). These tendto be much
brighter than assumed in the retrieval model, and are much brighter in the channel 1 than in the dhannel 2
spedral region (e.g. Morel and Prieur 1977, Sathyendranath et al. 1989. Thislealsto a
dispropationately larger overestimation d t, than t,, which allows QC1 to discriminate such cases.

It may nat be the outliers (which arerelatively easy to identify and remove from the retrieval s)
which are of the biggest concern, hovever. There aelikely to be more retrievals which fail, for one
reason a ancther, to med the assumptions made in the retrieval algorithm, or are mntaminated by
measurement errors, bu do nd stand ou asoutliers. AsBevington and Robinson (1992 put it, “such
(outlier) points may imply the existence of other contaminating points within the central probability
region, masked by the large body of good pants’. Asaresult, these pointsfail to be deteded by the QC1
test (or any other test, for that matter), and will be mistakenly analyzed with valid aerosol observations.
Thus, if a cetain percentage of datais clealy identified as “bad” because they fal well outside the main
body of “good’ paints, there ae probably even more “good’ points whose aeosol observationis
distorted by errors of different types auch that they are in the wrong subspaceof the expeded damain, o

even fall outside of it. In this perspedive, the number of identified and excluded “outliers’ may be an
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indicaor of the overall quality of the data.

Figs.4-7 (b3) allow oneinteresting physicd interpretationin terms of the formulated model.
According to Egs.(9-10a), the intercept of the straight lineis, to agoodapproximation, 6,’~(0,,,*+,,,°),
whereas the slope is 6,>~(c,/A)? For the first threedatasets (Feb’ 98-Jan’ 99), the intercept is 6,’~1x10*,
andthe slopeis 5,2~(40£5)x10*. It isimpossble from the present analysis to separate contributions to
oy’ from eac chanrel, 5,,; and s,,,. Assuming them comparable, ore obtains ¢,,~0,, ~7x10°. The natural
variability in the Anstgrom exporent can be estimated from Eq.(10a) as 6,,~0,xA. Observing from
Figs.4-7 (b3) that ,~(6.5+0.5)x10%, and substituting A~3.63, ore obtains that ¢,,~0.24+0.02. This
implies that the overall natural variability of the Angstrom exporent within ead of the threedatasets is
~+36,,, 1.€., within ~(1.45:0.10 units, which compares fairly well with the commonly used estimate of
range of this parameter of ~2.0. Statistics for the May’ 99 dhtaset differ from the first threedatasets
substantially, and are nat given further consideration. More in depth analysisis nealed to uncderstand the

overall anomalous nature of this dataset.

b. Sattergram of 7, vst,, after QC tests

Analysis of this sib-sedion concentrates on panel (b1) of Figs.4-7. These scatergrams after
screaning are expeded to converge & the origin, where both opticd depths are 0, and progressvely
diverge astincreases, dueto red changesin the Angstrom exporent as discussed in the previous sub-
sedionand wsed in the development of QC1. Thisdivergenceshoud be bounced by two straight lines,
defined by setting 0=0 and a=2, i.e., al paints soud fall between thelines (t, = t,) and (tr, = 1.74,).
Thistest, originally propcsed for quality control of sunphaometer measurements by Korotaev et al.
(1993, and later re-iterated by Ignatov and Stowe (2000, applied to VIRS retrievals, allows oneto
uncover relative (one channel with resped to the other) additive and multi plicative arorsint.

Intercepts of the linea regresson lines defined by Eq.(8), b,, are small for all four datasets
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(0<b,<0.0)). Thisapparent agreement between the channels at low Tt may, however, be decaving. For
example, if, aswas shownin Table 2, bah 1, and t, dedine over time by ~0.030.04,these changes,
(perhaps resulting from cdibration dift corredion errors) are, to alarge extent, coherent in the two
channels, thus masking the dfed of these systematic trends in the two channels on their regresson
statistics.

The spread o the scatergram progressvely increases towards higher t, due to natural variability
in the Angstrom exporent over the aea(thisfedure has already been dscus=d in the previous sub-
sedion, andis used asthe basisfor QC1). The duster, howvever, failstofill i n the entire aeabetween
the two diverging lines (correspondng to =0 and a=2). Instead, the Angstrom exporent appeasto be
biased low, and tends to grouparoundthe lower expeded boundry of the domain, a=0. Thisindicaesa
systematic relative eror introduced by the retrieval algorithm, in which either 7, isbiased low, or 1, is
biased high, a baoth. It isinconcevable that thisbiasisrelated to the a@osol microphysicd model
solely, which is expeded to contribute no more than ~+0.4to the uncertainty in o (1S01). Most probably,
thisbiasisrelated to nonaaosol parameters. Asa dea example, an overestimated water vapor
absorptionin channel 2 in the look-up-table (resulting in underestimated model radiances), would result

in an overestimated ,.

4, Scattergramsof “a vst”

Fig.8 shows satergrams of o vst, for original data (Ieft panel, @) and after screening with the
QC1-7 tests (center panel, b), in four rows for ead dataset. The threelines super-imposed are average
trendsin o (solid line), and the average plus-minus threestandard deviations (broken lines), bah
cdculated as explained below.

Comparison d the screened and aiginal data continues to suggest that, in many cases,

observations yielding spurious estimates of the Angstrom exporent have been succesSully removed with
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QC1-7. Remember that the QC tests have been developed and applied withou any expli cit use of the
Angstrom exporent (albeit the QC1 test uses consistency between thase dhannels used for the cdculation
of a). Thisfurther ill ustrates the value and eff edivenessof the quality control procedures.

Ignatov et a. (1998 have shown, theoreticdly, that the eror in the Angstrom exporent increases
ininverse propationto AOD. According to thistheoreticd result, the retrieved o for an arbitrary
retrieval point can be represented as a superposition d a “physicd” signal, o, and an error signal, a./t,
as:

ac — Aoe ) ) ) Oge
a::ap'+_;‘; a::ao'k_;_; Oa =0aq TO0n, Om = 2

(11)

A lz-typetrendin the average would be indicaive of a systematic error ina (i.e., if a,#0in Eq.(11)),
whereas a 1/t-type increase in scatter, symmetricd with resped to the arerage trend, would be indicative
of arandanerror in the o retrievals (charaderized in Eq.(11) by the 6/t term).

Eq.(11) suggests that the variance of the Angstrom exporent, ¢,?, is propartional to 1/7%, with the

a

propartionality coefficient being 5,2 [i.e. 6%(a,)]. The respedive wrrelation o these two variablesis

shown in Fig.8(c) for all four datasets. (One can use ather 1, or 7,for T in Eq.(11); here, we uset;). The
overal quality of the linea fit to the datais quite satisfadory, although the relationship tendsto level off
at low 1/t,2 (high 7).

Theregresson parameters of Fig.8(c) are largely consistent over the first threedatasets, but the
naticedly higher in the May’ 99 dataset. Similar to sedion 2,we do nd include this latter anomalous
dataset in the estimates below. Theintercept is¢,,>~0.05+0.01,s0 that 5,,~0.22+0.02. Thisestimateis

in remarkable ansistency with the estimate in sedion 3,where this parameter was foundto be

0,,~0.24:0.02. Theslopeisa,® ~(18+2)x10% i.e., g,

ae

~(4.2+0.2)x102,

Theo

ae

- parameter can be estimated in adifferent way. From Eq.(1), a=AxIn(t,/t,). The

measured 1, and t, are subjed to errors, as per Eq.(6). Asauming in Eq.(6) that errorsin t are purely
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additive (i.e, §,&&,~1), and substituting Eq.(6) into a diff erentiated Eq.(1), ore obtains for an error in o
da= AXIN[(t,'+&,)/(T,+e,)]-AxINn[t, /1, ] = Ax[e,/1, *e,/T,]. Asuming, for the sake of estimating the root-
mean-squared error of a, that T,'~t,'~t,, ore oltains g, ~(4/1,)*x (c,,,*+ 0,,>) =(c,.2/t%), where
(o, +0,,)~10" from sedion 3. Substituting, ore obtains: g, ~41x (¢,,*+c,,°)" ~3.6x10?, in good
guantitative greement with the dired estimate dove.

The dove estimates of “physicd signal” and “noise” in the Angstrom exporent all ow oneto
define the “signal-to-noise” ratio from Eq.(11) asn=o0,/0,,=(0,/0,.)%t,. (Here, root-mean-squared
deviations of the “physicd signal” and “noise” are substituted for their measure, i.e., are used as their
norm). Thelinea increase of n with t, has clea physicd meaning, andin particular, it suggests a “cross
over” point, t,., to be defined, at whichn=1. Numericd estimates $how that 7,,~(0.18:0.02). Asrt,
deaeases from 1,,, the measured signal is progressvely more compaosed of “noise” (resulting from
radiometric eror, and fluctuations of the prescribed nonaeosol model parameters from those being
observed). Asrt, increases beyondr,,, the agosol corntribution to the estimated o increases above the
noise, which is gill present. For example, if t,~0.4(i.e. n~2), abou 2/3 o the measured o. comes from
the a@osol signal itself, whil e the remaining /3 isnoise. Implications of this “information content”
approach onthe AVHRR-derived Angstrom exporent are discussed in sedion 7.

There may be ways to lower the 7, threshold. They are posdbly related to a better choice of the

retrieval algorithm and the retrieval size parameter, and to statisticd processng of the retrievals. These

options are arrently being explored.

5. Angular Trends
a. Methoddogy of tests
Dependence of agosol retrieval s uponsun-view-scatering-refledion geometry serves as yet

ancther test of retrieval performance, since aretrieved parameter shoud na depend uponany of these
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geometricd fadors. Ignatov and Stowe (2000, who first described these types of chedks, emphasized
that they shoud be goplied to spacetime boxes with maximally uniform agosols. The aithors also
streseed that the usefulnessof the tests, which are statisticd in their nature, obviously increases with
sample size, bu only applied them to ore orbit of TRMM data, as a preliminary test of the VIRS agosol
retrievals. The four multi-day datasets used in the present study are much better suited for these tests.
The desired sampling uniformity was intentionally achieved by carefully choasing the latitudinal belt of
5-25°S, which isknown to be generally covered with the fewest and most uniform aeosols aroundthe
world (Husar et al. 1997. In sedion 6,spatial uniformity of the agosol is chedked.

Y et another major development of this dudy isthat self-consistency of the AVHRR retrievalsis
chedked with modified/improved versions of the chedks introduced by Ignatov and Stowe (2000).

Establi shing appropriate PDFs of the derived parameters all owed introducing physicdly meaningful and
mathematicdly justified definitions for the mean and standard deviation. Asaresult, the uncertainties of
the ensemble mean T and a. can be acarately estimated.

Figs.9-12 show angle trends (view and solar zenith, scattering, and glint angles, respedively) of
two aegosol statistics: the mean, with its dandard error of estimate, and the minimum. (Maximum t have
also been evaluated, bu are not shown here because they require asubstantialy diff erent scae onthey-
axis, which would make the small trends in the mean and minimum difficult to visualize. Using a
different right y-axis, and adding one more graph d the maximum, was also tested, but turned out to be
impradicd. Additionally, despite the rigorous cloudscreening in the data, and the QC chedks, the
maximum T may be still affeded by residual cloud contamination, and therefore difficult to interpret).
Mean and its dandard error were cdculated from data which passed all quality control chedks QC1-7; for
determination d the minimum, four of the seven QC tests were skipped (QC2-3,6-7). Thisisdoreto
keep negative T in the analysis, which are indicdive of problems with retrievals. For the Angstrom

exporent, the maximum is determined, and the statistics are analyzed for 7,,7,>0.05,t0 remove noisy
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values at low T which can drasticdly influencethe o, & 05 VAl UES.

For 7, and 1, (left and center panelsin al figures, respedively), the mean is cdculated
geometricdly (z,; as explained in sedion 2); for a (right panel), it isdore aithmeticdly (a,). The
standard error of the mean is caculated as 7 xe,, (Uupper) andz /e, (lower) for 7, and as (a,+¢,,, A17€,,) fOr
a. For N independent measurements, values of ¢, ande,, are cdculated as £,,~10%'°9%"™N; ¢, ~3xg,/VN.
Not al measurementsin the four datasets can be considered independent, thowgh. Estimates diow that
on average, ore (AEROBS) retrieval is obtained within a~(10? km)? box. The spatial statisticd structure
of atmospheric agosolsisnat known at thistime. Initsplace it is asaumed that agosols vary li ke other
atmospheric meteorologicd variables auch as temperature and humidity. From meteorologicd statistics,
it isknown that the rrelation structure of these parameters full y disintegrates at scaes of ~10° km or so
(the so cdled synoptic scde). Therefore, for cdculation d the aror bars, we have reduced the number
of observationsin ead dataset by two orders of magnitude (i.e., N=N,,/100,asuming one independent

observationin a~(10® km)? box), to acurt for their inter-dependancy.

b. Minimum+z

The minimum t, and 1, are dependent on several fadors, in arder of most likely significance 1)
cdibration d the sensor; 2) surfacerefledance and 3 moleaular scatering and absorption wsed in the
retrieval model. Figs.9-12 show that 1., are typicdly within ~0-0.05, bu can be negative (e.g., 7, in
May'99). Theleast naticeale angular trendsin the minima ae observed in May’ 99 (espedally in 1,),
whereasin all other datasets, bah t,,,,,, and 7,,;,, tend to increase by A1~0.01-0.02 over the full range of
any of the four angles. It isnat clea at this moment how to attribute the éove threefadors to the
ohserved dependenciesin the minimaonangle and dataset. Currently, a detail ed sensiti vity study is
underway to separate out these dfeds. It isunlikely that cdibration could cause angular dependancies

within adataset because the uncertainties in cdibration are from one dataset to the next, na within a
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given dataset. The angular dependancies in the minima may be due to bah incorred treagment of the
surfacerefledance or of the multi ple scatering and absorption by moleaulaesin the retrieval model. For
example, preliminary numericd estimates $how that lowering the diffuse cmporent of surface
refledancein channel 1 by Ap,°=-0.002(that is, setting it to 0,sinceit is currently set at p,°=0.002, dces
reduce angular variations by abou At,~0.01,while on average raising the retrieved 7, by ~0.02-0.03.
Also, it is concevable that our incomplete treament of the bidirediona refledance of the surface(e.g.
using the fixed wind speed of 1 m/sin the retrievals) could cause some of the diff erences between
datasets, as the solar zenith angle is very diff erent between them, due to coming from diff erent seasons

and also duwe to drift in satellit e orbital equator crossng time.

c. Meant

Angular trends in the mean = could na only be related to modeling errorsin surfacerefledance
or moleaular scatering and absorption, bu also to errorsrelated to the a@osol model (phase function)
used in the retrieval algorithm. Visua inspedion o Figs.9-12 suggests that angular trends are observed
in the data. Inthe majority of cases, however, these ae statisticdly insignificant (i.e., are within the
uncertainty intervals, except for the sunangletrendsin 1, andt, at 6:>60° in May’ 99, dweto numericd
errorsintroduced by theretrieval algorithmitself -- see analysesin sedion 7 d 1S01), and are nat
persistent from one dataset to ancther. Thislad of natable atifadsin the mean retrievalsis
encouraging, suggesting that the aeosol microphysica model used in the retrieval is closeto thered
agosol inthisarea Quantitatively, this satement impliesthat the phase functions used in the retrievals
from the two AVHRR channels are most probably adequate within AP/P~+15%, becaise AODs are
stable within ~+0.02 (AP/P~At/t~+0.020.13-+0.15).

Note however that the data used in this dudy have been colleded over oceaic areas with

pristine amospheres (low aerosol amourts), and therefore ae better suited for the analysis and
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adjustment of non-aerosol parameters of the retrieval model, and d the quality of the input data. For
agosol-model related analyses, atmospheres with higher agosol content shoud be sampled, and
validation studies condicted, using ground tased sun-phaometers. Such studies were performed by
Ignatov et a. (1999 using ship sun-phaometers, and have recantly been applied to NOAA14AVHRR

and TRMM/VIRS retrievals by Zhao and Stowe (2001), using AERONET data (Holben et al. 199§.

d. Angstrom Exporent

Even if AODs in the two channelsdo nd reved statisticdly significant angular trends, the
Angstrom exporent may do so because it isrelated to the diff erence of their logarithms (i.e., the
diff erencing may amplify courter-direded trends), additi onally amplified through multi plicaion by the
coefficient A~3.63. Indedad, Figs.9-12 show that angular trends in the Angstrom exporent are more
notablethanint. In particular, all angular trends appea to be statisticdly significant in Jan’ 99, and
some (particularly with scatering angle) in May’ 99. Plotting angular trends of the Angstrom exporent

may thus offer amore dficient todl for identifying otherwise un-detedable trendsin z.

6. Geographical Trends

In Figs.13-14, the same statistics are shown as in the previous ®dion bu asafunction d latitude
and longitude, respedively. These figures ched that 1) the analyzed areais uniform enough to warrant
the use of consistency chedks described in sedion 5 and 2 residual geographicd trends are mnsistent
with the expeded dstribution d the retrieved parameters.

Overal, the distribution d aerosols with latitude is more uniform than with longitude, where
major crossngs of the continent/ocean boundries take place Small | oca maxima occur in bah 1, andt,
around 1015°Sin all datasets. In Feb'98 and Apr' 98, statisticdly significant fluctuationsin t, andt, are

observed dff the African coast, and over the Indian ocean in the longitude range of 0-100°E. In Jan’99
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and May’ 99, somewhat small er, bu still statisticdly significant fluctuations occur nea Indoresia (90-
150°E), off the west coast of Africa(30°W-30°E), and df the eat and west coast of S.America(30-
40°W, and 8090°W). The Angstrom exporent results ow that o is elevated off the west coast of
Africa and df the west coast of S, Americaby afew tenths, whereas the Indian occean agosolstendto
have alower Angstrom exporent.

In general, these tests confirm that the 5-25°Sregionis aufficiently uniform to satisfy the
consistency chedk requirements, and that the fluctuations ssen geographicdly are occurring where known

sources of agosol exist (cf. Husar et al. 1997.

7. Conclusion

Retrievals of agosol opticd depths from AVHRR channels 1 (0.63um) and 2(0.83um), 7, and
1,, and their resulting Angstrom exporent, a, using an improved 6S radiative transfer model, have been
examined empiricdly for self-consistency and tested to seeif physicaly reasonable. Overall, these
analyses have indiredly confirmed the suitability of the more physicdly complete and versatile 6S
radiative transfer code for the future devel opment of agosol algorithms from AVHRR.

Analysis of the statisticd distributions (histograms) of the retrievals has shown that, to a good
approximation, t may be considered as distributed log-normally. Thisresult isin agreement with recent
findings from groundbased sun-phaometers by O’ Neill et al. (2000. The Angstrom exporent, a,, was
foundto be distributed namally, which is $hown to be theoreticaly consistent with log-normality of 7.
These results are of fundamental importancefor agosol reseach, as they may provide insightful
guidanceto many pradicdly important aerosol applicdions. Oneisthe gpropriate reporting of aerosol
statistics. To that end, the finding by O’ Neill et a. (2000, that geometrica mean ogticd depth is a better
representation o average a@osol over an ensemble of measurements, has been independently confirmed

in this gudy from the satellit e perspedive. Ancother implication d theseresultsisthat the cdculation o
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regresson statistics of satellit e retrievals against sun-phaometers for validation puposes, the basis of
which depends uponthe data being normally distributed, would be more meaningful if dorein a “logte,r
vslogts,' space For the Angstrom exporent, aregular linea scde is most appropriate.

Statistics of the four datasets reved dedining trendsin T of abou 0.03-0.04from Feby 98 through
May’99. Thesetrends are largely coherent in the two channels, contributing to a more stable Angstrom
exporent, a (except May’99), which, however, appeas biased low in all cases. From areview of
possble caises, it is concluded that these dedining trends are unlikely to be related to the retrieval
algorithm. Asdiscussd in thefirst part of this paper, this gudy also suggests that thistrend (if truly
continuous over the four datasets) is most probably related to cdibration urcertainties, which are
currently being analyzed.

A set of seven quality control chedks has been formulated to identify and remove outliers.
Particularly useful isthe spedral test, based onthe mherenceof 1, andt,. Notethat thislatter test is
only posshble when independent retrievals from the two AVHRR channels are performed. The suite of
chedks removes atotal of ~0.8-1.2% of the data. However, other retrievals which are lessnoisy than
those removed, and are therefore not identified by the QC tests, probably remain in the data, and may till
contribute arorsto agosol analyses.

Physicd interpretation d the spedral QC test results all owed the estimation o two useful
parameters but only for the first threedatasets (Fel’ 98-Jan’99). (Results for the last dataset of May’ 99
sean unreliable, due to its anomalous charaderistics). Thefirst isan urresolved combination d noise
from the two AOD retrievals (o,,°+ 0,,2)~1x 10*, related to additive aror sources. The secondisthe
inherent (true) RM S variahility of the Angstrom exporent within the domain of observations which, for
the 5-25°S oceanic region, was foundto be ¢,,~0.24+0.02.

The intercepts of the scatergrams “1, vst,” after QC tests are dways <0.01,suggesting that the

oceanic refledance model, Rayleigh ogticd depth, and cdibrationin the two channels remain inter-
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consistent. However, there isinconsistency as AOD increases. Spedficdly, the "z, vst,” cluster of
retrievals does nat lie within the expeded damain, bounad by two straight lines correspondng to a=0
and o=2. Instea, the duster tendsto grouparoundthe lower boundxry of thisdomain. This could be the
result of overestimating water vapor absorptionin the channel 2 retrieval model. More analysisis neeled
to resolve thisunredistic feaure.

Using results of previous theoreticd analyses by Ignatov et a. (1998, the variability in the
retrieved Angstrom exporent was approximated as ¢,*=c,,*+c,,°/t,°>. Thefirst term here, o, isthe adual

“physicd” variahility in the Angstrom exporent, and the seandterm, o, is variability due to errors

(*noise”). Thevalidity of this parameterization was confirmed with the data, and its parameters were
empiricdly estimated in two independent ways: 6,,~0.22£0.02,and 6, ~(4.2£0.2)x10?. From the ratio
of these two componrents, asignal-to-noiseratio, 1, was formed, n=(o,/0,.)%t,. This parameter shows
that aeosol information content increases linealy with t,. A crossover paint, 7,.~(0.18:0.02), was
defined, at whichn=1. Ast, becomes smaller than t,., the estimated Angstrom exponent beames
progressvely dominated by “noise” (resulting from radiometric eror, and departures of the acual ocean-
atmosphere, nonraegosol model, parameters from those asumed in the retrievals) and therefore amrnveys
littl e useful agosol information. Ast, increeses, the aeosol information contained in the estimated a
increases, athough ndseis dill present.

Thethreshold of usefulnessof the Angstrom exporent from atwo channel sensor is mainly
dependent ontwo physicd fadors: 1) spedral separation d the channels, A, defined by Eq.(1) (for the
AVHRR/2, A=3.63, which amplifies all errors and urcertaintiesin the individual channel retrievals; and
2) errorsin individual channel retrievalsthemselves. The latter depend,to some extent, uponthe
performance of the retrieval algorithm, and may be potentially lowered by improvements to the a&osol

retrievals (e.g. simultaneous lution; cf. Ignatov and Stowe 2000. But therole of the retrieval

algorithm shoud na be overestimated. The &ove estimate of 7,,~(0.18:0.02) for the AVHRR/2 isa
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redistic estimate of the inherent cgpabiliti es of this snsor. More analysisis needed to understand to
what extent this threshold can be lowered, e.g., by averaging the AOD retrievalsin space adtime. The
1, parameter may also be used to compare the information cgpabiliti es of diff erent advanced aerosol
sensors such as MODIS, SeaWFS, MISR. These have been spedficdly designed to provide superior
performance of the individual channels (by their being more caefully chasen, by minimizing the non
agosol comporent of the signal, and by using better eledronic and ogicd comporents). These
instruments cover a much wider spedral interval than AVHRR/2 with increased numbers of channels,
and therefore ae expeded to lower the ébove estimate of t,.. Aerosol retrievals from AVHRR/3 (added
1.61um channel, and al three dannels have higher predsion) onbard the newest NOAA-KLMN
satellit es, are dso expeded to be more acarate.

Establishing t,. provides afew possble implications on the strategy for development of an
improved AVHRR/2 retrieval algorithm. First, below a cetain threshold of agosol content (~t,) it is
unlikely that any valid agosol particle size information (e.g., the Angstrom exporent) can be derived. As
aresult, in thisdomain o (low) aerosol opticd depths (in which belong the majority of data considered
in this dudy), ore can probably do no letter than to runretrievalsin ead of the two channels,
independently, asis dore in the present study. As hown, these two pieces of agosol information can be
combined, to 1) remove outliers; and 2 to suppressnoisein theindividual channel retrievals (by e.g.
appropriate weighting of the two products, the ways of which are yet to be determined), thus producing a
superior estimate of aeosol opticd depth in either channel. The output from this “low-aeosol”
algorithm can be smoathly merged with the output from a dependent (simultaneous multi ple-channel)
algorithm, weighted by the retrieved agosol optica depth.

Consistency chedks, formulated elsewhere, have been modified in this gudy to take into acount
the log-normal distribution d t. This development all owed a measure of uncertainty in the trends of t

with sun-view-scatering-refledion anglesto be estimated, which was lading before. Thistod was
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applied to all four datasets, to test the retrievals. These quality control and consistency chedks are used
to evaluate the performance of the present algorithm andto asgst with the development of the next
generation algorithm. Preliminary results siggest that the retrievals are, to alarge extent, self- and inter-
consistent, although some atificial trendsin time, and with dfferent sun-view-scatering-refledion
geometries are present. Some of these ae expeded to be related to cdibration inconsistencies,
documented in the first part of this gudy, and ahersto retrieval model inadequades. The May’ 99
dataset shows anomalous behavior in many different ways. Asanalyzed in thefirst part of this gudy, this
ismost likely attributed to numericd retrieval errors at high solar zenith angle in this dataset (more than
half of its observations are taken at 6:>60°). How to identify the causes of these trends, is currently

being investigated, and the results will be reported elsewhere.
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Figure captions

Fig.1. Empiricd histograms (needles centered onAt=2x107 hins) and their fit with log-normal PDFs
(solid line) of t, (a; left panel), andits dedmal logarithm, logz, (b; right panel) in AVHRR channel 1 for

the four datasets (1-4). Data have been screened with QC1-7 tests described in Table 1.

Fig.2. Same asinFig.1 bu for AVHRR channel 2.

Fig.3. Empiricd histograms (needles centered onAo=1x10" bins) and their fit with log-normal PDFs
(solid line) of the Angstrom exporent, o, derived from t, and t, of AVHRR (screened with QC1-7 tests

described in Table 1) using Eq.(1) for the four datasets (1-4): (a) 7,,7,>0.03 (b) for 7,,7,>0.10.

Fig.4. Feb’98 dcataset: (1) Scatergrams of “t, vst,” with the regressonline 7, = b+axt, (dashed) super-
imposed; (2) empiricd histograms of regressonresiduals defined by Eq.(9), At, (neelles centered on
A(A1,)=5x107° bins), and their gaussan fit; (3) mean square of the regressonresidual, 6,,,° versus
binned t,%, and (4) regressonresidual, At,, versust, with +4c,,, curves (dashed) super-imposed:

(column @) - original data; (column b) - after iterative QC1 oulier screening.

Fig.5. Same a Fig.4 bu for Apr’ 98 chtaset.

Fig.6. Same a&sFig.4 bu for Jan'99 dataset.

Fig.7. Same a&sFig.4 bu for May’ 99 dataset.

Fig.8. Scatergrams of ‘a vst,’ for the four datasets (1-4): (column a) raw data with Mean (solid) £3c,,
(dashed) lines super-imposed; (column b) same & (a) but after screening with QC1-7 (seeTable 1);

(column c) relationship o “c,” vs binned 1/t,?” with linea fit super-imposed.
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Fig.9. Minimum (circle), mean (box) & standard error of mean (whisker), and maximum (circle, for a

only) of 7, (column @), 7, (column b), and a. (column c) versus binned view zenith angle (6v) for the four

datasets (1-4). Horizontal dashed lines are & the mean level of ead variable. (Note that the a-statistics

in Figs.9-14 have been cdculated for 7,,7,>0.05 orty).

Fig.10.

Fig.11.

Fig.12.

Fig.13.

Fig.14.

Same ain Fig.9 bu versus sin zenith angle (6s).

Same asin Fig.9 bu versus scdtering angle (y).

Same asin Fig.9 bu versus glint angle (y).

Same asin Fig.9 bu versus latitude (¢; negative ¢ in Southern Hemisphere) .

Same & in Fig.9 bu versus longitude (A; negative A in Western Hemisphere).
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Table 1. Number of Observations used in plotting Histograms
(Figs.1-2), and calculating Statistics in Table 2.

QC Attribute Feb’98 Apr'o8 Jan’99 May’99
Test
N: Original Data 67,092 78,269 | 101,081 | 108,286
T1min/N(t120)/T1max +0.01/0/ | -0.05/6/ | 0.001/0 |-0.21/115/
Original Data 1.00 1.44 /1.25 1.20
Tomin/ N(t2<0)/Tomax +0.01/0/ +0.02/ | 0.002/0/ | -0.01/7/
Original Data 0.73 0/1.49 1.18 0.89
1 | -ANsp: Spectral Test (Section 3) -503 -386 -780 -811
2 -ANy1: (t1<0) 0 0 0 -30
3 -ANp3: (T2<0) 0 0 0 0
4 -AN_1: (log t1>109 T41+4-l0g p1) -5 -53 -14 -5
5 -AN_2: (log t2>10g Tg2+4-10g po) -1 -4 -2 -2
6 | -ANsy: (log ti<log T41-4-10g 1) -37 -87 -254 -354
7 -ANs;: (log 12<l0g T42-4-10g p2) -31 -72 -83 -178
-AN: Total Excluded Data -577 -602 -1,133 -1,380
(Sum of Previous 7 Lines) (0.86%) | (0.77%) | (1.12%) | (1.27%)
N: Screened Data 66,515 77,667 99,948 106,906
Timin/Timax. Screened Data | 0.04/0.60]0.04/0.56 | 0.03/ 0.51]0.02/ 0.62
Tomin/Tomax. Screened Data | 0.04/0.61]0.04/0.56|0.03/0.53]0.02/ 0.64
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Statistics of Aerosol Optical Depths and Angstrom Exponents.

Feb’98 | Apr'98 Jan’99 | May’'99
T91 (Geometric Mean in Chl) 0.148 0.146 0.130 0.116
K1 (Geometric STD in Ch1l) 1.417 1.397 1.410 1.594
142 (Geometric Mean in Ch2) 0.144 0.140 0.126 0.104
K2 (Geometric STD in Ch2) 1.442 1.417 1.434 1.582
Ta1 (Arithmetic Mean in Ch1l) 0.157 0.154 0.138 0.128
oty (Arithmetic STD in Ch1l) 0.057 0.053 0.047 0.054
Ta2 (Arithmetic Mean in Ch2) 0.154 0.148 0.135 0.114
ot (Arithmetic STD in Ch1l) 0.060 0.052 0.047 0.048
am (Mean Angstrom Expon ent) 0.08 0.15 0.11 0.41
(QC1-7 in Table 1)
0. (STD Angstrom Exponent) 0.38 0.39 0.42 0.68
(QC1-7in Table 1)
om (Mean Angstrom Expon ent) 0.07 0.11 0.07 0.37
(QC1-7in Table 1 & 14, 71>0.1)
o, (STD Angstrom Exponent) 0.33 0.33 0.32 0.40

(QC1-7 in Table 1 & 11, 1;20.1)




Table 3. Number of Observations excluded

at each iteration step of procedure QC1.

Iteration Feb’98 Apr’'o8 Jan’99 May’99
Number
0 67,092 78,269 101,081 108,286
(Original Data)
1 -298 -264 -246 -563
2 -175 -100 -305 -128
3 -27 -21 -116 -80
4 -3 -1 49 -26
5 -43 -12
6 -16 -2
Total excluded -503 -386 -780 -811
(-0.75%) | (-0.49%) | (-0.77%) | (-0.75%)
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channel 1 for the four datasets (1-4). Data have been screened with QC1-7 tests described in
Table 1.
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Fig.13. Same asin Fig.9 bu versus latitude (¢; negative ¢ in Southern Hemisphere) .
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Fig.14. Same asin Fig.9 bu versuslongitude (A; negative A in Western Hemisphere).




