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Abstract

The determination of an accurate quantitative understanding of the role of tropospheric

aerosols in the Earth’s radiation budget is extremely important because forcing by

anthropogenic aerosols presently represents one of the most uncertain aspects of climate

models. Here we present a systematic comparison of three different analyses of satellite-

retrieved aerosol optical depth based on the Advanced Very High Resolution Radiometer

(AVHRR)-measured radiances with optical depths derived from 6 different models. We

also compare the model-derived clear-sky reflected shortwave radiation with satellite-

measured reflectivities derived from the Earth Radiation Budget (ERBE) satellite.

The three different satellite-derived optical depths differ by between –0.10 and

0.07 optical depth units in comparison to the average of the 3 analyses depending on

latitude and month, but the general features of the retrievals are similar. The models

differ by between –0.09 and +0.16 optical depth units from the average of the models.

Differences between the average of the models and the average of the satellite analyses

range over –0.11 to +0.05 optical depth units. These differences are significant since the

annual average clear-sky radiative forcing associated with the difference between the

average of the models and the average of the satellite analyses ranges between –3.9 W/m2

and 0.7 W/m2 depending on latitude and is –1.7 W/m2 on a global average annual basis.

Variations in the source strengths of DMS-derived aerosols and sea salt aerosols can
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explain differences between the models and between the models and satellite-retrievals of

up to 0.2 optical depth units.

The comparison of model-generated reflected shortwave radiation and ERBE-

measured shortwave radiation is similar in character as a function of latitude to the

analysis of modeled and satellite-retrieved optical depths, but the differences between the

modeled clear sky reflected flux and the ERBE clear-sky reflected flux is generally larger

than that inferred from the difference between the models and the AVHRR optical

depths, especially at high latitudes. The difference between the mean of the models and

the ERBE analyzed clear sky flux is 1.6 Wm-2.

The overall comparison indicates that the model-generated aerosol optical depth is

systematically lower than that inferred from measurements between the latitudes of 10˚S

and 30˚S. It is not likely that the shortfall is due to small values of the sea salt optical

depth because increases in this component would create modeled optical depths that are

larger than those from satellites in the region north of 30˚N and near 50˚S. Instead, the

source strengths for DMS and biomass aerosols in the models may be too low. Firm

conclusions, however, will require better retrieval procedures for the satellites, including

better cloud screening procedures, further improvement of the model’s treatment of

aerosol transport and removal, and a better determination of aerosol source strengths.
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1 Introduction

Tropospheric aerosols act to significantly alter the Earth’s radiation budget, but

quantification of the change in radiation is difficult because atmospheric aerosol

distributions vary greatly in type, size, space and time. The (dry) optical properties are

determined by the (dry) aerosol size distribution, while the change in optical properties as

a function of relative humidity is determined by the composition of the aerosol and its

effect on water uptake. The monthly average variations in aerosol type as a function of

space and time depend primarily on the proximity of sources of the different aerosol

types and whether these sources change with season and over time. Absorbing

components within the aerosols affect the relative amounts of scattered and absorbed

radiation.

Tropospheric aerosols have a relatively short lifetime (5 – 10 days) and a high

degree of variability. Partly as a result of this variability, models have become the

primary means used for assessing the global atmospheric effects of aerosols. Most

models used for assessments have been compared with observations to some extent. The

most useful observations for this purpose have mainly been observations that extend over

several years in duration, and surface-based observational data have been used for most

aerosol model validations. Unfortunately, some of the surface-based aerosol composition
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data are only available during short duration campaigns (e.g. organic and black carbon,

Penner et al. 2001a). Measurements of aerosol vertical distributions for comparison to

models are only available on a limited basis (e.g. Lohmann et al. 2000).

Unfortunately, surface based observations can not be used to fully validate

models. The recent IPCC-sponsored aerosol model intercomparison, for example, found

that the absolute error between modeled and observed monthly average aerosol sulfate

ranged from 15% to 46%, but the column burdens for these same models differed by

more than a factor of two (Penner et al. 2001a; Zhang et al. 2001). The variations in

column burdens for other aerosol types were even larger. Since aerosol forcing is mainly

related to the column burden, it is these latter differences between the models that must

be reduced, in order to build confidence that we can adequately model the properties

needed to determine aerosol forcing.

One measure of aerosol column burden is aerosol optical depth. This measure has

the disadvantage (from the standpoint of determining forcing) of not distinguishing

between different aerosol types or between anthropogenic aerosols and natural aerosols.

However, aerosol optical depth is now generally available from several different analysis

of AVHRR data (Stowe et al. 1997; Mishchenko et al. 1999; Nakajima and Higurashi

1998; Higurashi et al., 2000) and is becoming available from other satellite platforms

(e.g. Polder (Deuze et al., 1999); MISER (Kahn et al. 1997), and Modis (Tanré et al.
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1999)). Thus, comparison of total aerosol partical optical depth from models provides one

means of assessing aerosol column burden (e.g. Tegen et al. 1997). Because aerosols act

to increase the amount of radiation reflected by the planet, a second method of assessing

the total aerosol amount in models has been used. This method relies on the difference in

the modeled and observed broad-band cloud free reflected irradiance (Haywood et al.

1999). Below, we also explore this technique.

Here, we compare aerosol optical depth from the models that participated in the

IPCC Aerosol Model Intercomparison Workshop to optical depth inferred from the

Advanced Very High Resolution Radiometer (AVHRR) satellite analysis. We also

compare reflected radiation from these models to that from Earth Radiation Budget

Experiment (ERBE; Harrison et al. 1990). We examine the uncertainty in aerosol optical

depth over ocean regions associated with the prediction of column burden by the different

models as well as the uncertainty associated with how optical depth is evaluated from

column burden. The former uncertainty is mainly related to differences in model

procedures for determining transport and scavenging. While important the reasons for

such differences are not highlighted here, though they are examined in other model

intercomparison studies (Jacob et al. 1997; Rasch et al. 2000, Barrie et al. 2001). The

latter uncertainty involves both the determination of optical properties from aerosol mass

and the uncertainty associated with how relative humidity is determined in the models
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which we do examine. Persistent differences between all the models and the observations

may be used to identify incorrect source strengths in the models or a persistent error in

the treatment of aerosol transport and removal in the models.

In the following section we first describe the available retrieved data for optical

depth and reflectivity from satellites. Then we briefly describe the models used in this

intercomparison and the specified emissions used in the model simulations. Section 3

describes the aerosol optical properties used in the determination of optical depth. In

section 4 we compare the model-derived in-line optical depths as well as an off-line

calculation of optical depth to the satellite-retrieved optical depths from AVHRR. Section

5 compares the models with the reflected radiation inferred from the ERBE satellite.

Finally section 6 presents a discussion and our conclusions.

2 Observations and models

Satellite retrievals of aerosol optical depth are difficult because they must accurately

determine the contribution of clouds, the surface, and the rayleigh scattering atmosphere

to reflected radiation. In addition, the effects of water vapor and other gaseous absorption

on the observed radiances within any given channel must be considered prior to any

retrieval of aerosol properties (Mishchenko et al. 1999). Even when these parameters are
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accurately known, the aerosol retrieval must still depend on aerosol column thickness,

real and imaginary parts of the refractive index, and the effective radius of the aerosol

size distribution. Normally, in spite of the variation in aerosol size expected with relative

humidity, the effective radius as well as the real and imaginary parts of the refractive

index are assumed, allowing a determination of aerosol optical thickness. If more than

one wavelength is used in the retrieval, the effect of aerosol size on optical depth can be

improved and a retrieval of Ängstrom coefficient is also possible (Mischenko et al.

1999).

One of the largest sources of uncertainty in retrieval of aerosol optical depth is

that associated with the cloud screening algorithm. Mischenko et al. (1999) show that

differences in the cloud screening algorithms can lead to differences in optical thickness

of 0.1 or larger. In retrieving optical depth, Mischenko et al. (1999) use a modified

ISCCP cloud screening criteria which retains only pixels with IR temperatures warmer

than 1˚ C above the values composited from 5-day IR temperatures. Unlike clouds, the

expected effect of aerosols on the reflected radiation at 650 and 850 nm should exhibit a

strong decrease with wavelength. Hence Mischenko et al. (1999) also required that the

observed channel 1 (λ=650nm) to channel 2 (λ=850 nm) radiance ratio be in the range

between 1.5 and 3.5. This cloud screening algorithm is significantly more conservative
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than that from the normal ISCCP cloud screening process (which is mainly concerned

with filtering out clear skies).

Another important uncertainty in retrieval of aerosol optical depths is the

calibration of the AVHRR instruments. Measured AVHRR radiances are typically only

known to 5-10%. This can lead to significant uncertainties in derived optical depth. For

example, use of the post-launch calibration for NOAA-9, decreased derived optical

depths by of order 0.1 in open ocean regions (Mischenko et al. 1999). Thus, the use of

optical depths derived with the pre-launch calibration as an absolute measure of aerosol

abundance is questionable.

In this paper, we compare the model-derived optical depth to the post-launch

calibration retrievals of optical depth from Mishchenko et al. (1999) for the time period

February 1985 to October 1988. We also consider the derived optical depths of Stowe et

al. (1997) for the same time period as well as those of Nakajima and Higurashi (1998)

and Higurashi et al. (2000) for the year 1990. To gauge the accuracy of the satellite

retrievals, Figure 1 compares the monthly average optical depths at 0.55 µm from the

analysis of Mishchenko et al. (1999), Higurashi et al. (2000), and Stowe et al. (1997) to

the monthly average aerosol optical depths from the ground-based AERONET network

of sunphotometers (Holben et al. 2000). The data from Mishchenko et al. (1999) and

Stowe et al. (1997) are for the time period February 1985 through October 1988 while the
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data from Higurashi et al. (2000) are for 1990 and the time periods for the AERONET

data are for the late 1990s (see figure). There are notable differences between the

satellite-derived optical depth and those from AERONET at the different stations. For

example, the correlation coefficient between the retrieved optical depth and AERONET

data is only 0.36, 0.64 and 0.52 for the analysis of Mishchenko et al. (1999), Higurashi et

al. (2000), and Stowe et al. (1997), respectively. The discrepancies may be because of the

different years analyzed for each of the sensors. For example, the Mishchenko et al.

(1999) and Stowe et al. (1997) satellite retrievals refer to an average of 1985 to 1988,

whereas the AERONET data were collected after 1990 (see figure caption). The effect of

year to year variability can be of order 0.1 optical depth units. A second reason for the

discrepancies may be explained by the fact that the satellite retrieval algorithms have

been optimized for open ocean areas, whereas the AERONET measurements at some of

these locations may sense aerosols from mixed polluted and open ocean sources. Finally,

the aerosol retrievals refer to optical depths inferred for a 1˚ by 1˚ area, whereas the

AERONET measurements are point data that refer to a specific point within each region

covered by the retrieval data.

As noted above, a second method for determining aerosol abundance has

been to compare retrieved broad band reflected solar irradiance with that determined

from models. Haywood et al. (1999) used this method to infer the contribution of sea salt



- 12 -

aerosols to total reflectivity. Monthly mean irradiances from the Earth Radiation Budget

Experiment (ERBE) satellite over oceanic regions were computed for data from July

1987 to December 1988. This method relies on the difference between the observed clear

sky irradiance and that of a model calculation of the clear sky irradiance without the

effect of aerosols to determine the effects of aerosols on reflected flux. Thus, this method

relies on an accurate parameterization of ocean surface albedo. The difference between

the model-derived reflectivity with aerosols and that derived from ERBE can be used to

judge the accuracy of model calculations of aerosols. Fortunately, ERBE shortwave

radiances are calibrated to within 2-3%. However, the cloud screening algorithm used for

the ERBE analysis may lead to overestimates of the clear sky short wave flux. Perhaps

because of this, ERBE clear sky fluxes are higher than those derived from the CERES

instrument (which has smaller pixels) by an average of 15% (Loeb, private

communication, 2000). Thus, there may lead to a diurnal-average error of order 6 Wm-2

associated with the cloud screening algorithm of ERBE. In determining reflectance from

the models, we followed the Haywood et al. procedure and used monthly mean aerosol

abundances and assumed aerosol optical properties for 80% relative humidity. In

addition, there was no attempt to account for differences in the influence of varying water

vapor on clear sky irradiance. Also, whereas in the original analysis from Haywood et al.

(1999), the vertical structure of aerosol concentration from the GFDL model was used,
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for this analysis, the vertical structure for each model was assumed to be that from the

GFDL model. Such differences may not matter since the RH dependence of aerosol

scattering is not accounted for.

The models considered here were those that participated in the IPCC model

intercomparison (Zhang et al. 2001; Penner et al. 2001a). Only those models that

included the full suite of aerosol types are considered here. The models and relevant

references are listed in Table 1. A seventh model, that from PNNL, provided aerosol

concentrations from all the major aerosol types. However, the modeled dust

concentrations did not include the super-micron dust sources and their modeled sea salt

concentrations were significantly lower than those from the other models. Hence, their

modeled optical depths were significantly smaller than those from the models represented

here and are not considered further.

The emissions specified for the model simulations reported here were as follows.

Anthropogenic sulfur emissions used the draft IPCC-specified 2000 scenario

(Nakicenovic et al., 2000) and totaled 69 Tg S yr-1. We note that these emissions have a

significantly larger portion of their total emissions associated with South East Asia in

contrast to emissions developed for the year 1985 (see for example, Benkovitz et al.

1996) which are closer to the time period of analysed satellite data. The DMS fluxes were

generated from the ocean DMS field compiled by Kettle et al. (1999) and totaled 25.3 Tg
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S yr-1. Volcanic SO2 sources were from Andres and Kasgnoc (1998) (9.6 Tg S yr-1).

Organic aerosols from terpenes totaled 14.4 Tg yr-1 and were generated from the

inventory provided by Guenther et al. (1995). Organic carbon and black carbon aerosols

from fossil fuels were treated together with biomass aerosols and were developed from

the inventories of Penner et al. (1993) and Liousse et al. (1996). These totaled 81.4 Tg yr-

1 and 12.4 Tg yr-1, respectively and were developed for calendar year 1980. Dust aerosols

were generated using the algorithm described by Ginoux et al. (2001) for winds from

1990 and totaled 400 Tg yr-1 for D<2 µm and 1750 Tg yr-1 for D>2 µm. Finally, sea salt

aerosols were generated using the algorithm described by Gong et al. (1997) and totaled

88.5 Tg Na yr-1 for D<2 µm and 1066 Tg Na yr-1 for D>2 µm.

In examining the comparisons of optical depth between the models and between

the models and the data, it should be noted that two models did not follow the

specifications for the IPCC workshop. The GOCART model used a source distribution

for sea salt that was derived from daily varying special sensor microwave imager (SSM/I;

Atlas et al., 1996) winds for 1990 and was, on average, 55% larger than the baseline sea

salt source specified for the model workshop. While this source may be more realistic

than the workshop-specified source (because it used satellite-derived winds rather than

model-derived winds) it was not available to all participants to use. Additionally, the
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MPI/Dalhousie model used dust and sea salt distributions that were derived from a

previous simulation of the CCM1/GRANTOUR model (Lohmann et al. 1999).

3 Aerosol optical properties

Determination of aerosol optical depth from column aerosol mass usually proceeds with

first determining an assumed aerosol size distribution, followed by the determination of

dry aerosol scattering and absorption cross sections together with a factor showing how

these properties change as a function of relative humidity. Here, spherical particles are

assumed so that Mie scattering may be used to calculate the aerosol optical properties.

For internal mixtures of compounds (such as water associated with sulfate aerosols) the

refractive indices were volume-weighted. Effects of changes in the real part of the

refractive index are particularly important at high relative humidity.

The amount of water associated with the aerosol depends on the chemical nature

of the aerosol. Several of the models that participated in our study determined optical

depth in-line i.e. from instantaneous variations in model-determined relative humidity

and aerosol abundance. However, in order to sort out differences caused by differences in

humidity among the models as well as differences in aerosol properties, we developed an
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off-line analysis of aerosol optical depth from the reported monthly averaged 3-

dimensional fields of aerosol concentrations from each model.

Aerosol properties specified in our off-line calculation for the different aerosol

types are shown in Figure 2 and values at 80% relative humidity are reported in Table 2.

The figure shows the extinction cross section per unit aerosol mass (i.e., the specific

extinction cross section, Ke ) for different particles as a function of relative humidity

between 25 and 100%. The values for sulfuric acid aerosols were determined for H2SO4

in equilibrium with water vapor at the stated relative humidity and a temperature of

275˚K. The size distribution followed assumptions in Chuang et al. (1997) for continental

aerosols. The aerosol models that participated in this intercomparison study did not

explicitly include ammonium or nitrate in aerosols. Inclusion of these components can

significantly increase the extinction cross section when calculated relative to the sulfate

(SO4
2-) in the aerosol. Therefore, to examine the effects of changes in composition, we

also considered a sensitivity case in which we calculated the effect of also adding NH3

and HNO3 to the system. These were specified with molar ratios of 4 to 1 relative to

sulfate based on the results of chemical transport models (Dentener and Crutzen 1994,

Penner et al. 1994). The specific extinction cross section for the base case is 9.94 m2g

(SO4
2-)-1 at 80% relative humidity while that of an aerosol in equilibrium with a 4 to 1
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ratio of HNO3 and NH3 to SO4
2- is 15 m2g (SO4

2-)-1. These values increase to 44.0 m2g

(SO4
2-)-1 and 113 m2g (SO4

2-)-1, respectively, at 99% relative humidity.

The extinction caused by carbonaceous particles is poorly known. In the absence

of better information, for our base case we simply used the values for 80% relative

humidity specified by Haywood et al. (1999) (see Table 2). However, we also examine a

case in which we used the size distribution and the fit to the growth rate associated with

the measured response of biomass burning aerosols to changes in humidity (Penner et al.,

1998). This leads to values of 11.4 m2 g (aerosol)-1 and 6.41 m2 g (aerosol)-1 for black

carbon and organic carbon at 40% relative humidity, respectively, increasing to values of

16.9 m2 g (aerosol)-1 and 13.7 m2 g (aerosol)-1, respectively, at 99% relative humidity.

The extinction cross sections for sea salt were derived using the size distribution

from Quinn et al. (1998) assuming that the composition was that of NaCl in equilibrium

with water vapor at the stated relative humidity. To avoid the effects of the dilequescent

behavior of NaCl, between 45% and 85% relative humidity, we applied the growth factor

derived from the clean marine measurements reported by Carrico et al. (1998), while

above 85% relative humidity we again used the model-calculated results for NaCl in

equilibrium. Applying the mass distribution for each size range yields an average mass-

weighted extinction cross section of 2.4 m2g (NaCl)-1 at 80% relative humidity, a value
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similar to that used in our analysis of reflectivity (see Table 2). Values for dust were

constant as a function of relative humidity and were derived from Tegen et al. (1997).

To derive optical depth from each model, we first summed their mass mixing

ratios as a function of aerosol size to the size bins used here for Ke. Then we calculated

the optical depth from the frequency distribution of the vertical profile of relative

humidity, the product of Ke at each humidity, and the monthly average concentration

profile. The relative humidity was determined from the ECHAM3.6 climate model. These

model-derived relative humidity fields compare favorably to the relative humidity fields

derived from the European Centre for Medium-range Weather Forecast (ECMWF) model

though they are somewhat drier than the ECMWF model. The mean relative humidities

are within 3% at the surface although they differ by 7% at 925 mb. The root mean square

deviation between the model-derived and ECMWF-derived relative humidities is less

than 20% at all levels below 250 mb and less than 10% below 950 mb. As the last step in

deriving optical depth, we formed a vertical integral to determine optical depth at each

latitude and longitude. The optical depths compared here to those from the satellites are

those derived over the ocean areas.

The values used for the in-line calculation at 80% relative humidity by each

model are also summarized in Table 2. Also shown are the values used in our analysis of

reflectivity by each model (see also Haywood et al. 1999).
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The use of different treatments for the optical parameters as well as relative

humidity treatments in the models led to substantial differences in the derived in-line

optical depths compared with those from our off-line calculation. This is shown in Figure

3 which compares the over-ocean optical depths derived from each in-line calculation

(where reported) with those from our off-line calculation. As shown there, the ULAQ and

GOCART in-line versions of optical depth are significantly lower than that from the off-

line case. This is mainly due to the use of a lower sea salt extinction coefficient that did

not account for the humidity-dependence of sea salt extinction (see Table 2). The GISS

in-line version of optical depth is close to our off-line analysis but is also somewhat

lower. In the case of the GISS model, differences in relative humidity may account for

the differences in optical depth. Because of these differences, in our comparison to

satellite-retrieved optical depth, we concentrated on calculations that used our off-line

calculation of optical depth. Subsequent calculations showed that the off-line procedure

produced monthly average optical depths that were similar to those determined in the in-

line version of the ECHAM/GRANTOUR model when similar extinction cross sections

are used.

To examine the differences caused by our use of constant values for the specific

extinction coefficient in the analysis of reflectivity, Figure 3 also compares the optical

depth calculated over the ocean based on this assumption with that derived from our off-
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line calculation. As shown there, for most models, the evaluation of optical depth using

the assumption of 80% relative humidity leads to an overestimate of optical depth relative

to that calculated from the frequency distribution of relative humidity. The amount of the

overestimate ranges up to 0.2 for the GISS model in January. The relative humidity from

the ECHAM model is slightly lower than 80% on average (i.e. it is 73% and 74% at 1000

mb in January and July, respectively, and decreases to 59% and 64%, respectively, at 925

mb). The corresponding values for the ECMWF average fields are 77% and 73% at 1000

mb in January and July, respectively, and 76% and 72% at 925 mb in January and July,

respectively.

4 Comparison of the models with AVHRR-derived optical depth

The optical depth at each location is the sum of the optical depths determined for each

aerosol type. In order to sort out the importance of different aerosol components to the

longitudenal average optical depth over oceans, Figure 4 presents the contribution of each

aerosol component to the zonal average cumulative optical depth determined from the

off-line calculation for the ECHAM/GRANTOUR model for January, April, July and

October. The figure also shows the retrieved optical depths from the AVHRR satellite

analysis of Higurashi et al. (2000) (labeled result:1 and result:2), Mischenko et al. (1999),
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and Stowe et al. (1997). The GRANTOUR model was chosen to highlight for this

analysis because its individual components were in reasonable agreement with the

surface observations of aerosol components. However, several of the other models were

in similar agreement with the data (Penner et al. 2001a; Zhang et al. 2001).

The optical depth north of 40°N is determined mainly by sea salt in January and

April with the second most important component being sulfate. In July the dominant

component is sulfate, with contributions from dust and sea salt that are each of order 25%

of the total optical depth. In October, sea salt is again the most dominant contributor but

sulfate and dust are also important (≈ 10 - 20%).

The local maximum in modeled optical depth near 10°N in January and April is

associated with sulfate, dust and organic and black carbon. The local maximum is

centered near 15 °N in July and October, when dust appears to contribute most to this

peak, with a secondary contribution by sulfate.

Between 10°S and 30°S, there is a local minimum in the modeled and satellite-

derived zonal average optical depth in January. Sulfate, dust and sea salt all contribute to

the optical depth here. In April there is a local maximum in retrieved optical depth from

Higurashi et al. (2000) near 20°S, but the model-calculated optical depth and the other

two retrievals do not reproduce this maximum (though there is a flattening of the curves

in the 2 other retrievals). In July there is a local maximum in retrieved optical depth near
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10°S which is also not present in the model. Finally, in October there is a local maximum

in retrieved optical depth near 15°S that is again not present in the model.

Near 50°S, there is a local maximum in zonal average retrieved optical depth that

is evident in all months in the retrieved data. This peak is also present in the model and is

associated with sea salt.

As noted in Figure 4, the derived optical depths from the ECHAM/GRANTOUR

model for the base case are, in most cases, less than those derived from the analysis of

AVHRR. In order to explore the source of this bias, we examined the sensitivity of the

derived optical depth to changes in both the sources of the aerosols as well as their optical

properties. These changes all conspire to increase optical depths, but, except for the

change in DMS flux, may have been biased low in the base case (see discussion above).

We considered the variation in the extinction coefficient for SO4
2- that results from the

assumption that SO4
2- was in equilibrium with a 4 to 1 ratio of HNO3 and NH3 to SO4

2-.

The behavior of OC and BC as a function of relative humidity was derived assuming that

30% of the composition was ammonium sulfate (Penner et al. 1998). Also. for the

sensitivity case, the flux of DMS was increased by a factor of 2 and the monthly average

sea salt fluxes derived for the GOCART simulation were used. As noted above, these

latter fluxes were, on average, 55% larger than those in the base case. In most months and

at most latitudes more than 50% of the increase in optical depth in the sensitivity case
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was associated with the increased fluxes of DMS and sea salt. In July at northern

hemisphere mid-latitudes, the change in optical properties is more important and the

percentage increase explained by the increase in fluxes is only 30%.

Figure 4 also presents the total optical depth from the sensitivity case. The optical

depths from the sensitivity case are, in all cases, much closer to the retrieved values of

optical depth than are the optical depths from the base case. However, in April, between

10°S and 30°S, and in July and October near 10°S, the modeled optical depth is still less

than that deduced from the Higurashi et al. (2000) and Mishchenko et al. (1999) analyses.

Figure 5 shows the calculated off-line values of zonal average aerosol optical

depth in January, April, July and October from each of the models in the IPCC

intercomparison together with the retrieved optical depth from the analyses of

Mishchenko et al. (1999), Higurashi et al. (2000) and Stowe et al. (1997). Table 3 reports

the absolute difference and bias between the 4-month average optical depth determined

for each model and the analysis of Higurashi et al. (2000), Mishchenko et al. (1999), and

Stowe et al. (1997), respectively, and Table 4 reports the overall bias by latitude. Because

the GISS, CCM1, ECHAM/GRANTOUR and ULAQ models all used the same sources,

the differences between these models are mainly due to model parameterization

procedures for precipitation scavenging. There were also large differences in the vertical

distribution of aerosol mixing rations (Penner et al. 2001a, Zhang et al. 2001).
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To derive a quantitative comparison of the differences among retrieved

values and between the retrieved values and the models, the optical depths shown in

Figure 5 were averaged in 10˚ latitude bins (see Table 4). Turning first to the

comparison of retrieved optical depths, we note that the different satellite-derived

optical depths differ by between –0.10 and 0.07 optical depth units in comparison to

the average of the 3 analyses depending on latitude and month, but the general

features of the retrievals are similar. The satellite-derived optical depths from Stowe

et al. (1997) are lower on average by 0.05 and by 0.03 than those from Mischenko et

al. (1999) and from result 2 from Higurashi et al. (2000), respectively. The latter two

retrievals make use of a two-wavelength technique which is thought to be more

accurate than the one-wavelenth technique of Stowe et al. (1997). However, it is

worth bearing in mind that most of the difference in retrieved aerosol optical depth

may be related to cloud screening techniques (Mishchenko et al., 1999) or to assumed

size distribution (Higurashi et al., 2000).

To ease comparison with measurements and to guage the range of results

associated with the different models, for the model analysis, we formed the average

optical depth over all the different models. The individual modeled optical depths

differ by between –0.09 and +0.16 optical depth units from the average of the models.

Moreover, the differences between the average of the models and the average of the
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satellites ranges over –0.11 and +0.05 optical depth units. Modeled optical depths

north of 30°N are sometimes higher and sometimes lower than those of the retrieved

AVHRR optical depths. For example, they range from an average difference of 0.13

in July for the ULAQ model in comparison to result 2 for Higurashi et al. (2000) to an

average difference of -0.09 in January for the ECHAM/GRANTOUR model in

comparison to the retrieved optical depths from Mishchenko et al. (1999). The

modeled optical depths in the latitude band from 30˚N and 40˚N are systematically

too high in July. For example, the average of the modeled optical depths is larger than

the satellite-derived optical depth of Nakajima, Mishchenko, and Stowe by an

average by 0.06, 0.05 and 0.04, respectively. We note that sulfate and dust provide

the largest components of optical depth in this region with sea salt providing the third

most important component (c.f. Figure 4). The black dashed line shows the estimated

optical depths from the ECHAM/GRANTOUR model with the larger sea salt fluxes

deduced from the SSM/I winds, with doubled DMS flux, and with optical properties

for an assumed ratio of total NO3 to H2SO4 of 4 to 1. Comparison of these results with

those of the retrieved optical depths shows that the uncertainties in these parameters

lead to changes in optical depth that are of order 0.05 and that can be as large as 0.2.

As shown in Figure 4, the modeled aerosol optical depths near 10°N are

dominated by dust with some contribution from organic carbon and sulfate
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(especially in January and April). They are systematically lower (by, on average 0.08)

than the average retrieved optical depth. The discrepancy between modeled and

retrieved optical depths in this region, however, would be reduced if the sea salt

fluxes derived from SSM/I winds and larger DMS fluxes had been used.

As shown in Figure 4, the modeled aerosol optical depths from 10°S to 30°S

are due to a combination of different aerosol types. They are systematically lower

than the average of the retrieved optical depths by an average of 0.06 with biases

ranging from -0.14 to 0.01 in January, from -0.12 to -0.02 in April, from -0.13 to 0.07

in July and from -0.11 to 0.06 in October. As shown by the sensitivity study, much of

the difference between the modeled and retrieved zonal average optical depths could

be removed by using higher sea salt and DMS fluxes. However, the spatial character

of the differences reveals that the cause of the discrepancies probably cannot be

attributed to any single source. For example, Figure 6 shows the difference between

the base case and sensitivity case for the ECHAM/GRANTOUR and the optical

depths retrieved by Mishchenko et al. (1999). For the base case, in January the

differences are largest in the central Pacific Ocean and near 60˚S. In April the

differences appear largest in the north Pacific Ocean and in the Atlantic Ocean west

of the Sahara. In July and October the differences are mainly to the east of Asia and

west and east of the African continent and also near 60˚S in October. (We note that
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the large overprediction of optical depth in both the base case and the sensitivity case

off the coast of Asia in July may be due to the difference in simulated year and the

year of the optical depth retrievals. The model simulations used anthropogenic sulfate

emissions appropriate to 2000 while the retrievals refer to an average of 1985 to

1988.) The sensitivity study optical depth alleviates many of the negative differences

in the base case, but several areas are still underpredicted.

Modeled aerosol optical depths near 60°S are dominated by sea salt. This

component appears to be reasonably well represented by the models, especially for

the optical depth predicted using the SSM/I sea salt fluxes. However, if some of the

other models had used the higher fluxes used in the GOCART model, the optical

depths would be over-predicted in this region.

Analysis of the AVHRR comparisons indicates that there is an overall bias

between the average of the model-estimated optical depths and that from the AVHRR

analysis of –0.02, –0.04, and –0.01 optical depth units in the northern hemisphere in

comparison to the retrieved values of Higurashi et al. (2000) and Nakajima and

Higurashi (1998), Mishchenko et al. (1999) and Stowe et al. (1997), respectively, and

of -0.04, -0.07 and -0.01 optical depth units in the southern hemisphere, respectively.

To further explore this issue, we next examine the reflectivity predicted from each of

the models with the reflectivity measured by the ERBE satellite.
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5 Comparison of models and measured shortwave reflection of solar

radiation

Figure 7 shows the difference between the clear sky reflected shortwave (SW)

radiative flux from a model calculation using the GOCART, GISS,

CCM1/GRANTOUR, MPI/Dalhousie, ULAQ, and ECHAM/GRANTOUR model-

generated aerosols and the ERBE-measured clear sky fluxes. These figures were

produced using the model-generated column aerosol burdens together with the

modeled vertical aerosol distribution and extinction coefficients from Haywood et al.

(1999) (see Table 1). Table 5 shows the difference in clear-sky flux averaged over

January, April, July and October as a function of latitude.

The reflected shortwave (SW) flux north of 30°N is overpredicted by the

ULAQ, GOCART and GISS models by more than 8 Wm-2 and is also overpredicted

(but to a lesser extent) by the MPI/Dalhousie and CCM1/GRANTOUR models. The

ECHAM/GRANTOUR model does a good job of predicting the reflected flux in this

region (but the values from the sensitivity test are too high). The comparison of

annual average optical depth from the three models with highest reflected flux

difference (ULAQ, GOCART and GISS) models was also larger than the satellite-
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retrieved optical depths according to Stowe et al. (1997). The comparison of the two

highest models (GOCART and ULAQ) with the optical depth from the Mishchenko

et al. (1999) and Higurashi et al. (2000) optical depths is similarly too high, although

the CCM1/GRANTOUR model, MPI/Dalhousie, and GISS are somewhat smaller

than the retrieved optical depth from Mishchenko et al. (1999) and the

CCM1/GRANTOUR optical depth is smaller than the retrieved optical depth from

Higurashi et al. (2000) (see Table 4).Thus these comparisons are in qualitative

agreement with the analyses based on the comparisons with AVHRR-derived optical

depths.

The model-predicted reflected flux near 10°N appears to be low relative to the

ERBE flux in all of the models, especially over the Pacific Ocean. This is a region

where the modeled optical depths are also smaller than the retrieved optical depths

from all three retrievals. Sea salt, dust, sulfate, and organic aerosols all contribute to

the optical depths in this region (See Figure 4).

In all models the predicted reflected radiation is too small relative to ERBE in

the region 10°S to 30°S. This discrepancy also agrees with the analyses based on

AVHRR-derived optical depths. Some of this discrepancy can be alleviated using the

higher sea salt fluxes derived from the SSM/I analysis, especially in July, but the

sensitivity test using these higher fluxes with the ECHAM/GRANTOUR model does
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not remove all of the discrepancy with the AVHRR analyzed optical depth. The

discrepancy might also be removed if higher emissions for biomass burning aerosols

were assumed at these latitudes.

The shortwave radiative flux has a tendency to be overestimated by the

models near 50°S relative to ERBE. As for the region north of 30°N, the comparison

of annual average optical depth for most of these models is also larger than the

satellite-retrieved optical depths according to Stowe et al. (1997), but as noted above,

this is not necessarily the case when the models are compared to the retrievals by

Mishchenko et al. (1999) and Higurashi et al. (2000).

To examine the relationship between the comparison of the models with

ERBE reflected flux and the comparison of the models with AVHRR-derived optical

depth more quantitatively, we used the clear sky aerosol forcing per unit optical depth

from the ERBE analysis to scale the monthly average optical depth difference

computed for the AVHRR analyses. These differences are summarized under the

columns labled “flux” in Table 4 as well as in the last column of Table 5. In addition,

Figure 8 shows a plot of the difference between the four month average mean from

the models and the four month average ERBE reflected flux together with the inferred

difference from the AVHRR analyses. As noted above, the character of the model

difference with ERBE and the model difference with AVHRR is similar though
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details differ. For example, the reported flux difference from ERBE is higher at high

latitudes than the reported flux difference from the AVHRR analyses. There is also a

larger flux difference between the model mean and ERBE than between the model

mean and AVHRR near the equator, though this feature is not present for every

model. The four month average flux difference between the model mean and ERBE is

1.6 Wm-2 while that for the mean of the AVHRR analyses is –1.7 Wm-2.

6 Discussion and conclusion

As noted above, since clear scenes identified from both AVHRR and ERBE likely

suffer from cloud contamination (Wielicki and Parker, 1992; Mishchenko et al.

1999), the inferred AVHRR aerosol optical depths and ERBE clear-sky SW fluxes

may be overestimated. More stringent cloud screening would likely reduce

differences between the model and observations in the region between 10°S to 30°S,

but may exagerrate differences at high latitudes. We conclude that there is a need for

better cloud screening in satellite-based aerosol climatologies before any firm

conclusions regarding the adequacy of model-calculated aerosol optical depth might

be made. Much more reliable clear-sky fluxes are expected from the CERES



- 32 -

instrument, which uses high-resolution imagers (i.e. VIRS and MODIS) for scene

identification, thereby significantly reducing errors due to cloud contamination.

If we accept the satellite-derived optical depths and reflectivities as accurate,

then both north of 30˚N and near 50˚S, the comparison of modeled SW flux with

ERBE suggests that the modeled optical depths are too high, while comparison with

AVHRR suggests that the modeled optical depths are in the correct range (depending

on the model). If the modeled optical depths are actually too high in the region north

of 30°N, then estimates of forcing associated with industrial aerosols may be too high

But since sea salt aerosols also contribute in a significant manner to the optical depth

in this region, the flux of sea salt or the extinction coefficient for sea salt may be

overestimated. If the flux of sea salt or the extinction coefficient for sea salt is

reduced this would also increase the correspondence between modeled and measured

reflectivities near 50 ˚S. However, smaller sea salt fluxes or extinction properties

would increase the discrepancies between the models and satellite data in the region

between 10˚S and 30˚S.

Figure 6d-g displays the difference between the optical depth from the

ECHAM/GRANTOUR model and the 4-year averaged AVHRR aerosol optical

depths from Mishchenko et al. (1999) with those derived from using the GOCART

sea salt fluxes, doubled DMS fluxes, optical parameters for SO4
2- derived from the
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assumption that the molar ratio of nitrate and ammonia to sulfate is 4, and optical

parameters for biomass aerosols and other carbon aerosols derived from the biomass

parameterization used in Penner et al. (1998). Even though this version of the

ECHAM/GRANTOUR model produces optical depths that are similar to those from

the models with a higher range of optical depths (Figure 5), the comparison in Figure

6d-g still shows significant differences with that of the AVHRR-analyzed optical

depths. Arguably, this implies that if the model is still low relative to the observed

optical depths and if this is true for each model, then the source of aerosols is too

small.

Perhaps the best explanation of the differences between the models and the

satellite measurements is that there is a missing non sea salt open-ocean source that

would increase optical depths in the region 10˚S to 30˚S. To match a shortfall in

optical depth in open-ocean regions requires higher optical depths than can be

explained by increasing the DMS flux by a factor of two particularly in the months of

April and October (see Figures 5 and 6). Another possible explanation is that the

source of aerosols from biomass burning is too low. Indeed, the comparison of optical

depths in Figure 6 appears to suggest that the sources of biomass aerosols from Africa

or South East Asia may need to be increased.
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While this model-satellite data comparison has attempted to draw general

conclusions regarding the adequacy of model-based estimates of aerosols based on this

overall comparison of models and data, more definitive studies will require both

improved estimates of sources and a better understanding of the relative accuracy of

different models treatment of aerosol removal and transport. More accurate satellite

analyses of aerosol optical depths are also needed.
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