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Abstract

The present 2™ generation agosol retrieval algorithm over oceans at NOAA/NESDIS
separately retrieves two values of aeosol opticd depth, t, and t,, from AVHRR channels 1 and 2
centered at A,=0.63(operational) and A,=0.83um (experimental), respedively. From these, an
effedive Angstrom exporent, o, related to particle size, can be derived as a=-In(t,/t,)/In(\/A,). The
single-channel look-up-tables, relating refledanceto optica depth in the retrievals, have been pre-
cdculated with the Dave' (1973 scdar radiative transfer (RT) model. Thisfirst part of atwo-part
paper describes the retrieval algorithm, with emphasis onits RT-modeli ng related elements, and
documents the transition to the Second Simulation d the Satellit e Signal in the Solar Spedrum (6S;
1997 RT model. The new 6S RT model hasthe caability to acoourt for refledion from wind-
roughened seasurface offersawide choiceof flexible agosol and gaseous absorption models; and
allows easy convolution with the sensor’s gedral resporse. The value of these new feaures for
aaosol remote sensing from AVHRR isdiscussed in detail. The transition effed is quantified by
diredly applying the Dave’ and 6S based algorithms to four large datasets of NOAA14/AVHRR
measurements, colleded between February 1998- May 1999 wer the latitudinal belt of 5-25°S.
Statistics of the differences (§1=TpaeTes AN Sa=0p,,0cs) are & follows: averages - <dt,><1x103,
<§1,>~-4x10°, and <da>=+8x10?; and standard deviations are 61,~6x10°%, 61,~4x10°%, ca~9x102
These ae foundto be well within afew percent of typicd values of T and a,, and their respedive
ranges of variability, thus ensuring a smocth transition and continuity in the operational aerosol
retrieval. On the other hand, the 6S model | eaves us with a much more flexible RT modeling todl

compared to the previously used Dave' code.



1. I ntroduction

The Advanced Very High Resolution Radiometer (AVHRR/2) onbard the NOAA padar orbiting
satellit es has five spedral channels, centered at ~0.63, 0.83, 3.7, 10.8nd 12um (Kidwell 1995. The
AVHRR/3 sensor, flown onthe NOAA-KLMN series of satellite (NOAA-15and or) has an additional
channel 3ain the mid-infrared centered at ~1.61um. Channels 1, 2,and 33, measuring refleded solar
radiation, are useful for agosol retrievals. The 1% generation algorithm, a single-channel retrieval of
agosol opticd depthin AVHRR channdl 1, t,, was implemented operationally with NOAA11 data badk
in 1990(Rao et a. 1989. The 2™ generation algorithm, an extended version d its 1% generation, was
implemented in Decamber 1994with the launch of NOAA14 (Stowe d a. 1997. Inaddtiontor,,itis
used to make an off-line experimental single-channdl retrieval of 7, from AVHRR channel 2, which later
can be combined with 7, to estimate an eff edive Angstrom exporent, a=-In(z,/t,)/In(A,/X,) (Angstrom
1961,1964and references therein)* . The Angstrom exporent provides an indicaion d whether particles
are big or small, which is criticd to understanding their radiative dfedson climate (e.g. Ladsand
Mishchenko, 1995 and references therein).

Historicaly, bah the 1% and 2" generation algorithms were implemented at NESDIS with the
Dave' (1973 radiative transfer (RT) model, developed badk in the ealy 70s for ozone remote sensing
from the Total Ozone Mapping Spedrometer (TOMS) (see &so Dave 1978and references therein). The

atmosphereis opticadly thick in the ultraviolet (UV), which cdlsfor acarate acourting of multiple

"Note that reporting either a pair of (t,,t,) or (r,,0) is but adifferent way to present the two
pieces of information from the two AVHRR/2 channels. Derivation d this st of parameters from
AVHRR/2 was propased by Ignatov et al. (1998. Ignatov and Stowe (2000 derive (t,,7, (at 1.61pm),o)
from the Visible and Infra-Red Scanner (VIRS), afive-channel radiometer similar to the AVHRR but
flown onbard the Tropicd Rainfall Measurement Misdon satellite. The latter paper also provides
extensive rational e to substantiate the use of the Angstrom exporent as the retrieved agosol size
parameter.

Work is underway on the 3 generation algorithm, which will solve for t and a simultaneously,
using either channels 1 and 2 onAVHRR/2, ar 1, 2and 3aon AVHRR/3. Thistwo-part study dedswith
individual channel retrievals only (see extensive discussonin Ignatov and Stowe 2000, henceitstitle.
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scatering effedsin RT cdculations. At the same time, modeling the bidiredional refledance of the
surfaceis lessdemanding in this gedral range, asit islargely masked by the opagque @mosphere. For
TOMS ozone remote sensing, narrow quasi-monochromatic absorption bands are used. Asarule,
radiative transfer in the ozone dnannelsisinfluenced by agosol as a seandary fador, whichis
considered a hindranceto be removed from the satellit e measurement to redify the ozone signal.

This gedfic goplicaion dctated the functionality and structure of the Dave’ code. Inded, its
RT engine has been long considered in the community a standard for multi ple-scattering monochromatic
cdculationsin amulti-layer atmosphere (e.g. Royer et al. 198§. Absorption by one gaseous comporent
- 0zone - was acalrately parameterized, whereas al other absorbing constituents are missng from the
original version d the mde. The surfacewas smplisticdly charaderized as being a purely diffuse
(Lambertian) refledor.

Remote sensing of agrosol, however, articulates a diff erent set of requirements. In particular,
thereisagreder neal for amore sophisticaed and flexible aeosol modeling, than may be considered
sufficient for remote sensing of ozone. For example, many researchers now approximate aeosol
microphysics with a bi- and even tri-modal log-normal distribution (e.g. Tanre @ a. 1997 Higurashi and
Nakajima 1999, whereas the Dave' code dl ows modeling of only one mode. Furthermore, the
atmosphere, being more transparent in the red and rea-infrared (R/NIR) than in the UV (due to alower
agosol signal, and to a much lower Rayleigh scatering contribution, which drop with wavelength as ~A°
1 and~L1*, respedively) , can be treaed with lessacaurate multi ple scatering cdculations. The surface
onthe other hand, keing seen through a more transparent atmosphere, requires a more alequate modeling
of itsbidiredional properties. AVHRR channel 1 is mainly influenced by ozone asorption, wheress
channel 2 is grongly contaminated by water vapor absorption from the 0.94um band. Modeling of water
vapor absorptionwith the Dave' codeis nat straightforward. Finaly, AVHRR channels are spedrally

very wide, and their adequate modeling requires a cnvenient toal to convolute (integrate) the radiances



over the satellit e sensor’ s resporse.

Some of the &ove problems have been circumvented, to ore extent or ancther, in the present
Dave' based algorithm by a handful of home-grown improvements and additi ons to the ade, developed
over the yeas of its employment at NESDIS. Aswe work towards an improved agosol retrieval
algorithm at NESDIS, amore acarate and suitable RT code, which overcomes the limitations of the
Dave code, shoud be used.

In this paper, the Second Simulation d the Satellit e Signal in the Solar Spedrum (6S) RT model
(Vermote @ a. 199&,b) isevaluated, and foundto be well suited for the AVHRR agosol retrievals. The
6S code uses siccessve orders of scatering, as oppased to the sphericd harmonic, GaussSeidel iterative
scheme amployed in the Dave' code. The acarracy of multi ple scatering cdculations with the 6S can be
controlled by the user, at the expense of computing time (Vermote d al. 1997. Thisisnot expeded to
be qucia inthe AVHRR spedral intervals, where radiative transfer is dominated by single scatering
dueto the fad that the Rayleigh scattering signal is gnall here, and agosol opticd depths over oceans
are, typicdly, well below 1. Recdl inthisregard that a decouded form of the single scattering
approximation has been widely used to make an atmospheric corredionfor ocean color (e.g. Violli er et
al. 198Q Gordonand Morel 1983 Guzz et a. 1987 or land surface(e.g. Soufflet et al. 1991 Tanre &
al. 1992 remote sensing, aswell asfor agosol retrievals (e.g. Durkee & a. 1991 Breon and Deschamps
1993 Wagener 1997 from AVHRR and AVHRR-like sensors. Therefore, the treament of multiple
scatering in 6Sis expeded to sufficefor the acaragy requirements of our particular applicaion. Results
in sedion 6suppat this expedation.

Aerosol modeling in 6Sisvery flexible, allowing for afew choices from either user spedfied
microphysicd or standard composite models. In the microphysics menu, ore can chocse ather a
modified gamma, Junge power law, or amulti-modal 1og-normal distribution (up to four modes). For a

chasen microphysicd model (for which a amplex index of refradion must be spedfied at ten 6S
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referencewavelengths, from 0.4to 3.75um), Mie cdculations are run, and then used in the RT
cdculations. The six standard agrosol models (Continental, Maritime, Urban, Desert, BiomassBurning,
and Stratospheric) are those recommended by the World Meteorologicd Organization (WCP-55 1983
WCP-112 1986. Note that the first threemodelsin the list (Continental, Maritime, and Urban) are
composed o linea combinations (with certain weights) of the four built-in basic comporents (dust-like,
water soluble, oceanic, and soat). Using user-spedfied weights, one can buld a different agosol model.
Use of the standard models does nat require running the 6S built-in Mie ade. Results of Mie pre-
cdculations are dready included in the body of 6S, and can be used by the user diredly. Being less
sophisticaed than the relative humidity dependent agosol models of e.g. Shettle and Fenn (1979 and
d’'Almeida & a. (1991), the dove models neverthelessare useful for some aeosol type related analyses.
Furthermore, they asdst in exploring the suite of microphysicd models available in 6S, in particular, by
providing a set of useful reference points for diff erent, community consensus, agosol types, and by
objedively constraining their parameter ranges.

The 6S offers awide dhoiceof surfacebi-diredional refledion models, including arough occean
surface for which wind speed and dredion are two inpu parameters. Also, it automaticaly acourts for
absorption by major atmospheric gases, and has the cgability to easily integrate over the satellite
spedral resporse functions (including built-in spedral resporses for many satellit e sensors, such as
AVHRR). The 6S computational efficiency compares very well with that of Dave’, whereas the 6S
interfaceis more user friendy, thus minimizing chances for making errors.

The 6S has also some (relatively minor) drawbadks, from the perspedive of our particular
applicdion.

First, atmospheric asorption and scatering processes are decuped in 6S, asauming al gaseous
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absorptionto occur above the scattering layer?. This approximation works reasonably well in AVHRR
channel 1, whose major absorber is ozone locaed at the dtitude of ~18-20km. But it becomes
inadequate when an absorber iswell mixed with the Rayleigh/agrosol scatering layer (parameter A
deviates from 1 substantially). In AVHRR channel 2, the main gaseous absorber is water vapor, which
has a strong absorption band centered at 0.94 .m, and is mostly concentrated in the lower troposphere (in
termsof Soufflet et al. (1991 and Tanre & al. (1992, A=0.5,for average amospheric condtions).
When water vapor islocated fully below the Rayleigh/aeosol scattering layer (A-0), asis, e.g. the cae
with African dust (Tanre @ a. 1992, the 6S will | ead to a substantial overestimate of the dfed of water
vapor onthe upward radiancein AVHRR channel 2, whaose radiance, as aresult, will tend to be biased
low. Oneway to adjust for this effed isto lower the water vapor amourt in model caculations. This
adjustment may require alditional sensitivity study to the water vapor amourt, and fine-tuning of this
parameter in 6S RT cdculations.

Sewond, & does nat trea atmospheric sphericity. This problem is expeded to berelatively
minor in ou applications, sincelimb olservations, where the goproximation d a plane parall el
atmospherefail s, are excluded from the retrievals (presently, retrievals are made for solar zenith angles,

0.<70°, and view zenith angles, 6,<60°, respedively)®. Thetechnicd difficulties assciated with slant

Thisis not alwaysthe cae. To takeinto acourt their couding in the red atmosphere, Soufflet
eta. (1991 and Tanre @ a. (1992 introduced the so cdled “mixing ratio parameter”, A. The mixing
parameter is defined in such away that it is 0, when the esorber isfully below the scatering layer, and
1,whenit isfully above. In 6S, acording to this definition, A=1.

3Increased agrosol signal at slant sun-view angles make these geometries samingly more
attradive for agosol remote sensing. Modeling acaracy, howvever, drops here, if aplane parallel
approximation d the amosphere isused. Also, at high zenith angles, model cdculations are more
sensitive to the uncertainties in the verticd and haizontal structure of the amosphere. Additional
difficulties may stem from the larger sensitivity of the upward radiances even to small uncertaintiesin
the observatior+illumination angles. This, inturn, leads nat only to larger errorsin the derived agrosol
parameters from individual channels, bu also to mis-registration between dfferent channels, andasa
result, to greder difficultiesin their coherent use for cloudscreening and agosol retrievals. Our
experiencewith AVHRR data suggests that these latter eff eds may be the major fadors li miti ng the
range of angles used, rather than nonsphericity or verticd structure of the amosphere. Note dso that the
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view/ill umination angles larger than these, increase faster than the gains returned by the increase of
agosol signal there. Overall, the nonsphericity is nat expeaed to be the major limiting facor, beyond
restricting the domain o ill umination and olservation geometries useable for agrosol retrievals.

Third, the version d 6S avail able to the pubic (Vermote & a. 1997 and used in this qudy, isa
scdar code, which may result in errors caused by the negled of polarization effeds. Work is underway
to quantify the aror associated with this cdar treament, using other codes which have an* on-off”
polarization switch. At present, the dfed of pdarization can be estimated using numericd results
presented in Lads et d. (1998, which quantified the dfed for a purely Rayleigh atmosphere bounded
below by an ocean surfaceroughened by wind. Asthe authorsrightly state, the polarization effed onthe
intensity originates from seandand hgher orders of scatering in the amosphere, which are mainly due
to scattering by moleaules rather than aerosol particles. Multiple scattering is very low in the R/NIR, as
discussed above, and the Rayleigh opticd depth isabou 3 times lower in channel 1 (~0.06); an arder of
magnitude in lower in channel 2 (~0.02; and more than two arders of magnitude lower in channel 3a
(~0.00)) than the small est value of 0.2 considered by Lads et al. (1998. Considering also the restricted
domain of observatior-ill umination geometry used in the AVHRR retrievals, the maximum error in
radiances due to the negleded pdarizationis estimated to be within 3-5% in channel 1 at low agosols. It
isappredably smaller in channels 2 and 3, and gets progresdvely lower as agosol opticd depth
increases.

Finally, the 6S does nat all ow modeling of the thermal emisson, which limitsits applicaion,
e.g., for the analysis of eff eds of agosol onthe AVHRR brightnesstemperaturesin channels 3, 4,and 5,

and seasurfacetemperatures derived therefrom.

threshaldsin 8, and 6, which are expeded to be the same from the redpracity principle, differ dueto the
spedfics of the doudscreening algorithm used for operational aerosol retrievals. It will be further
shown in sedion 7 d this paper that the retrieval look-up-table introduces gystematic erorsint at
0>60°, and therefore it is recommended that future retrievals be restricted to 6,<60°.
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In this paper, the transition from Dave' to 6Sis evaluated empiricdly, and the asociated effeds
in the aeosol products are quantified. Spedficdly, two LUTSs, ore based onDave’ and the other on 6S,
are oonstructed and applied to the four representative datasets from NOAA14 AVHRR/2, which cover a
period d morethan ayea. The analysesindicate that the transition from Dave' to 6S has gone smoathly
and pedictably, providing continuity in the retrievals as well as amore flexible RT tod for developing
algorithm enhancements.

In sedion 2,theretrieval algorithm is simmarized, with particular emphasis onits RT modeling
related elements. Wide spedral resporse of AVHRR channels, and itsimpli caiion onagosol retrievals,
isdiscus=d in gred detail in sedion 3. Seasurfacerefledance modelsin Dave’ and 6S are summarized
in sedion 4. Sedion 5 describes the four datasets used in the study. The analysis of transition from
Dave' to 6Sisdorein sedion 6,andthe retrieval algorithm induced errors are evaluated in sedion 7.

Concluding remarks are given in sedion 8.

2. AVHRR 2" Generation Aerosol Retrieval Algorithm

The 2™ generation AVHRR algorithm was described by Stowe @ al. (1997). Ignatov and Stowe
(2000 documented the TRMM/VIRS version d this agorithm, which makes use of the two VIRS
measurements centered at ~0.63and ~1.61pm (cf with AVHRR, whase dhannels 1 and 32 (AVHRR/3
only) are nea-identicd to those of VIRS, and whose dhannel 2 isplaced at ~0.83um). This sdion
provides a summary of the dgorithm, highlighting its AVHRR spedfic feaures and RT-modeli ng rel ated
aspeds. Stowe d a. (1997 and Ignatov and Stowe (2000 give more detail onits physicd basisand
premises, in a context of other alternate gproaches propcsed in the literature (e.g. Durkee @ a. 1991,
200Q Tanre ¢ a. 1997 Higurashi and Nakgjima 1999 Mishchenko et a 1999.

Aerosol retrievals are made in cloudfree ondtions (McClain 1989 onthe anti-solar

(backscatering) side of the orbit (¢>90°; ¢ isthe relative aimuth), and ouside of the sunglint area
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(y>40°, y isthe glint angle defined so that y=0 when the satellit e sensor is viewing predsely at the sun's
refleded image on aflat ocean: ¢=0°, 6:=6,,, where 6gand 6,, are sun and view zenith angles,
respedively). The dgorithm for two refledance dannels derives two pieces of agosol information, T,
andr,, using two dfferent single-channel look-up-tables, LUT1 and LUTZ2, independently. The two

LUTsare cdculated for the same aeosol model, i.e. amono-modal og-normal size distribution:

0 R O
dN 1 0 Iz O

R
n(R)= = x exp-——"[1
(R) dR  Ring+V2m p@ 2|n20%

(1)

with R,;=0.10um, and 6=2.03,and a mmplex index of refradion, n=1.40:0.0.. The a&osol phase
function correspondng to this model, P,(x), is shownin Fig.1a,c. Non-aeosol atmospheric parameters
(Rayleigh scattering and gaseous absorption), and aceanic refledance used to cdculate the LUTS, are
described below.

Ignatov and Stowe (2000 have shown that application d this $mpli stic procedure to the VIRS
datayieldsrobust andreasonable t; andt,. Yet, the retrievals may be prone to errors, in particular, due
to the asaumption d anonvariable a@osol phase function. Fig.la-d show that in fad this assumption
holds only approximately, and the variability of phase functionin AVHRR channels 1 and 2in
badkscatter may read upto +30% for awide range of scattering geometry and even £50%, for seleded
scatering angles (cf. with Quenzel and Kaestner 1980,Kaufman 1993 Mishchenko et al. 1999. Ignatov
and Stowe (2000 argued that this error in phase function trand ates into the same per-cent multi pli cative

error in the retrieved t, when afixed P, () is used to interpret satellit e measurements of aeosol path

per(
radiance (which is related to the product of an adual conservative phase function and acual opticd
depth). The £30.+£50% uncertainty represents aworst case scenario asit is derived from extreme a&osol

model s bradketing the range of variability aroundthe globe, whereas typicd errors are expeded to be a

few times lessthan these extreme estimates.
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The derived T are further combined to estimate an eff edtive Angstrom parameter, o, as’”:

Int

_ Ty _ o —_ 1

a ln)h_/\x'nrz’ A= |n/\71 (2)
A2 A2

Here, aspedral separationfador of the cdhannels, A, isintroduced. For the AVHRR channels 1 and 2
(A,=0.63,A,=0.83um), A=3.63. For the aeosol model used in the retrievals, a,=-
In(B*'L/B*,)/In(A,/1,)~0.94,where £, isthe Mie cdculated volume extinction coefficient in channel i.
(For AVHRR/3 channels 1 and 3p, A=~1.07and a,=1.25- seelgnatov and Stowe 2000. It might appea
that using this model to retrieve t; and t, invariably resultsin a=a,, nomatter what the red Angstrom
exporent is. However, Ignatov and Stowe (2000 argued that the retrieved o tends to be doser to thered
a than to a,. They have dso shawn that alarge part of the dove eror in t cancds out whil e taking their
ratio in the a cdculation, dieto the essntially coherent variations of the phase functionsin the two
VIRS channels. This coherencehalds even better for the AVHRR channels 1 and 2,which are spedrally
much closer to ead aher. Fig.1le-f documents this effed by showing natural logarithm of the ratio of the
phase functionsin the two channels, which typicdly fall s within 8In(R)~+0.1 (except for some extreme
cases when it may read £0.2..0.3, which trandatesinto atypicd additive eror of da=A-8In(R)~+0.4.
Considering atypica range of a variability of a~2, this error is considered tolerable in the 2™

generation algorithm.

* Angstrom exporent was estimated in this gudy whenever possble (t,&7,>0), wheress all
numericd analyses of a were dore only when bah t,&t,>1,;,, to cut off theinacairate o retrievals at low
aaosols (Ignatov et a. 1999. Thet,,, was %t to 3x10?, to avoid indeterminancy and still allow analysis
of the dfed of 1., ona retrievals at small t (cf. Ignatov and Stowe 2000. This cut-off number shoud
not be confused with aphysicdly based threshad, which is yet to be determined from future theoreticd
and empiricd analyses.
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3. Wide Spedral Response of AVHRR channels, and itsHandling in Dave’ and 6S

The Dave' code performs monochromatic cdculations at a given wavelength, &, with Rayleigh,
%, agosol, T, and azone, 13, opticd depths being itsinput parameters (whose verticd distribution can be
chosen acoording to ore of the six standard atmospheres). Home-grown additionsto the amde, madein
the late 80s, allow one to take into acaurt water vapor and carbon doxide asorption, cdculated for the
AVHRR channels 1 and 2 wsing the LOWTRANG model (for mid-latitude summer profil es, only).

Fig.2 showsthe AVHRR spedral resporses for the (afternoorn) NOAA satellit es used in creaing
amulti-yea multi-satellite AVHRR Pathfinder Atmosphere (PATMOS) dataset (Stowe d al. 2001)).
Among other impli cations, Fig.2 suggests, in particular, that the dhoiceof an eff edive wavelength as
well as other input parameters, to represent the spedrally wide AVHRR channel with monochromatic
Dave' cdculations, is nat straightforward. It further suggests that al these parameters are not only
channel, but also satellit e-sensor spedfic. There ae no bult-in todsin the Dave codeto hande &l
these aonvolutions over the sensor’'s gedral resporse, which need to be performed elsewhere, whereas
the 6S code does them automaticdly using a suite of built-in subroutines and databases.

Evenin case of acairate integration over the wide spedral resporse, interpretation o its results
may not be straightforward. The problem of estimating t,, t,, and a from surface atinometric
measurements with two wide spedral filters was discussed in gred detail i n the pioneeing papers by
Angstrom (1961, 1963 He emphasized that “it is rather important that a cetain simplicity of the
tedhnicd procedure be maintained” when estimating a from integral measurements, and warned that one
shoud beredistic éou its expeded acarracy. These considerations are still valid for the derivation d
exadly the same set of agosol parameters from AVHRR (note that AVHRR channels closely resemble
those of the ealier surface atinometers). The satellit e inversions involve more uncertainties, and

therefore ae expeded to be lessacarate than groundbased measurements. In what foll ows, relevant
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definitions are given, and dff erent aspeds of this uncertainty are discussed.

a. Effedivesolar irradiance, F
Table 1 lists values of the effedive solar spedral irradiance, F, for the AVHRR channels

onbaard all NOAA satellit es, cdculated as:

F( A)dA
eff—J- (3)

IR

Here, F (W m? um™) is olar spedral irradiance (Nedkel and Labs 1984,as tabulated in 6S), and R isthe

channel spedral resporse. Values of F have been cdculated here for completenessand ill ustration
purposes only. The adual conversion d satellit e spedral radiance, L, [W m? um™ s, into NOAA
operational abedo urits, A, as A= zL/F; (i=1,2,3is channel number) uses datain Kidwell (1999,

which compare with those listed in Table 1 typicdly within 0.2:0.2%, and always within 1%.

b. Effedivewavdength, A4

Table 1 liststhe respedive dfedive wavelengths of the channels, A4, cdculated as:

AF ( )d/\
ef J-I_F /\ (4)

Theweighting in Eq.(4) [dso in Eq.(5)] isdore only with resped to the solar energy spedral distribution

at the top o the amosphere within the spedral interval of the radiometer channel. However, the radiation

changesits gedral structure dter it istransmitted, o scattered by the amosphere. In apurely

*Table 3.3.22 on mge 3-23 o (Kidwell 1995 lists values of F (filtered solar irradiance, W m?)
and W (effedive width of channel, um), from which F is cdculated as F4=F/W. Datafor more recent
satellites are available & http://www?2.ncdc.noaagov/docs/poduwy/index.html.
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moleaular, single-scattering atmosphere, A®, could be defined through the eguation 4 =t* (AP ).
Here, 1" is cdculated with Eq.(5) (discussed below), and tR(AP,) (not shownin Table 2) can be
estimated e.g. by Hansen and Travis' formulat®(1)=0.008569 1 “*x[1+0.011312+0.00013)1], as cited
by Teill et (1990. Numericd estimates show that the respedive A®, are shifted towards shorter
wavelength, with resped to A listed in Table 1, by AA®4=0.003..0.00and 0.015..0.019min
AVHRR channels 1 and 2, respedively (the dotsindicate ranges for different NOAA satellitesin Table
1). Theshift in channel 3ais negligible.

In apurely agosol, single-scatering atmosphere, the respedive A could be simil arly defined
by T =1"(A"y). Here, ™ isdiscussed later in the text, and t*(A®) is estimated as
(M) ~T X (AP /A.)*, o being the Angstrom exporent, and t, and A, being referencevalues. The
estimated shifts with resped to A in Table 1 are: AL®4=0.001..0.003nd 0.003..0.012im in channels
1 and 2(the dats here indicae range nat only over different NOAA satellit es, but over the Angstrom
exporent range Osa<2). Notethat in all cases, AA® 4 <AAP,, implying that A®, for diff erent types of
aaosolsfalswell between iy listed in Table 1, and A®,. Mathematicaly, the Rayleigh case can be
approximated by the Angstrom formula, with a=+4, whereas Eq.(3) foll ows from Eq.(5) if a isformally
set to -1. The Rayleigh case and the top-of-the-atmosphere cae of Eq.(3) are formally equivalent to
a=+4, and a=-1, respedively, and thus well bradet the agosol domain correspondng to Osa.<2.

If one considersthe alditional effed of satellit e-to-satellit e variabilit y, then A ranges from
0.6220.640um in channel 1; from 0.81%£0.844umin channel 2; and from 1.6051.607um in channel
3a, depending uponsatellit e, definition o A4, aerosol concentration, and variability in its Angstrom
exporent. Effedively, this demonstrates that 1,=0.63+0.010, A,=0.83+0.017, and A,=1.61(+0.00])
pum, can be used to refer to the central wavelengths of ageneric AVHRR sensor. Taking into acount
approximate nature of the aove estimates, the respedive cantral wavel engths have been rounded dff to

the second deamal.
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c. Choiceof wavdengthsto report ther retrievals

Retrievals of T may be reported at diff erent wavelengths. The use of A4 seemsto be the natural
choice bu it depends uponits definition, andis NOAA satellit e-spedfic. Thelatter may pose an
inconveniencewhen data from diff erent satellit es are mmbined in a mnsistent long-term cli matic record,
asisdorg, for instance, in the NOAA/NASA AVHRR Pathfinder Program (Stowe € a. 200, orina
more recant NASA Global Aerosol Climatology Projed (Mishchenko et al. 1999. In this gudy, afixed
set of AVHRR channel wavelengths, independent of satellit e, was adopted as A,=0.63,1,=0.83,and
A;=1.61um, which acwrding to the previous analyses, are most representative of A4 for the mgjority of
AVHRR sensors on dfferent NOAA satellit es.

Mishchenko et al. (1999 and Higurashi et al. (2000 use 1,=0.55and A,=0.50um, respedively,
as areferencewavel ength to report T (the secondreported parameter being an eff edive Angstrom
exporent). In bah cases, the adual retrievals are extrapadated to A, beyondthe spedral interval in which
the refledanceis measured, and therefore ae subjed to an additional comporent of error associated with
the inferred agosol model. An anonymous reviewer of this paper argued that “this reasoning seemsto be
alimitation d the goproximate technique for the Angstrom exporent retrieval adopted in this dudy. If a
spedrally consistent agosol model were used to retrieve t and a, then the spedral interpolationwould be
exad and determined by the ad¢ual agosol model, and the choice of wavelengths would be amatter of
convenience”. Althoughit is generaly true that o derived in this dudy may be lessacairate than derived
with simultaneous lution, the model inferred with any retrieval methodis neve fully acarate, due to
the AVHRR radiometric uncertainties, and to departures of retrieval algorithm assumptions from the
adual retrieval condtions. In the presence of these uncertaintiesinterpolationis generally more acarate
than extrapalation. Ase.g. Bevingtonand Robhkins (1992 put it, “...for optimum interpadation, the end

points (X,,X,) shoud stradde the interpdation pant x. The same formula can be used for extrapalating to
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values beyondthe region d data, bu the uncertaintiesin the validity of the goproximation increase & x
gets farther from the average of x, andx,”.

Our rationale for using a set of wavelengths, maximally close to the threeiy;, isthe desireto
minimize the cmporent of error in t, asociated with extrapadation beyondthe spedral interval, where
adual retrievals are made. It istherefore |eft up to the user of the data to inter/extrapolate t to other
wavelengths, &, using (t,,t, T5) defined at (A;,A,,A;) asreference points. The user must remember that this

processis aibjed to the uncertainties described above.

d. Effedive Rayleigh and gaeous optical depths (77,7°%,772°, 192, 102,714

These opticd depths have been cdculated from

Teif = (5)

Here, °()) isthe spedral opticd depth of a spede (Rayleigh, 7; ozone, 7°%; water vapor, t%°; oxygen,
1%, carbon doxide, t°%; or methane, T, respedively) as computed by the 6S RT code for diff erent
standard atmospheres. Table 2 shows Rayleigh opticd depth, and the opticd depths of the five ésorbing
gaseous comporents in the AVHRR channels’.

Table 2 suggests that 7 is atmospheric model- and satellit e-spedfic. When the amosphere
changes from tropicd to subarctic, even for the same satellit , =~ ranges within 6t%,~+2x10* and
dt7,~+1x10%in AVHRR channels 1 and 2,respedively. The satellit e-to-satellit e variability in R is at

least an order of magnitude greder (5t°,~+22x10* and 517,~+13x10, respedively). (In channel 33, the

®Gaseous concentrations for the TROP, MLS, MLW, SS SW, and US62 standard atmospheres
(for abbreviations, see cationto Table 2): O, (cmatm) - 0.253, 0.324, 0.403, 0.350, 0.485, 0.32@9(g
cm?) - 5.42x10%, 6.95¢<10%, 8.64x10*, 7.50¢<10%, 10.40<10*, 7.48<10* H,O (gcm?) - 4.198, 2.982,
0.867, 2.108, 0.423, 1.436dculations by authors). For concentrations of uniformly mixed gases, and
for recdculation o (cmatm) unitsto (gcm?) seeMcClatchey et al. (1971).
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variability isnegligiblein either case). These numbers $houd be scded by afador of ~5..10(theratio of
Rayleigh and agosol phase functions, which depends uponscatering geometry, and agosol type - see
e.g. Ignatov and Stowe 2000, to estimate the correspondng errorsin the retrieved t:
8t,~+(0.10..0.20x10? and 81,~+(0.05..0.10x10? for the @mosphere-induced error for the same satellit e,
and 8t,~+(1.1..2.2x10? and 8t,~+(0.65..1.30x10? for the satellit e-to-satellite aror. Thelatter error is
significant, and cdl s for the use of satellit e-spedfic Rayleigh ogicd depths.

Simil ar analyses of gaseous opticd depths, 79 in Table 2 show that the amosphere-induced
variability int%is, at the very least, comparable with the satellit e-induced variability, and even exceals it
afew timesin either AVHRR channel. Itsimpad onthe upwelli ng radiation, and onaeosol retrievals, is
not essy to estimate, asit is grongly moderated by the relative verticd distribution d the esorbing layer
(=% with resped to the scatering layer (t*+1). If the ebsorber islocaed below the scatering layer, just
next to the bladk surface(the parameter A, defined in Footnate 2, is A~0), its effed is negligible no
matter what thet9is. The dfed progressvely increases with A, and reades its maximum when A=1 (7°
isfully above (t*+1), asassuumed in 6S).

At the present time, amid latitude summer model (MLS) isasaumed in the retrievals. This has
two implicaions onthe retrievals. First, onaverage, the dfed of gaseous absorption on upvard
radiances is exaggerated with 6S for those gases well mixed with the moleaular/agosol |ayers (for
instance, for water vapor, A iscloser to 0.5than to 1). Asaresult, the retrieved agrosol opticd depth (in
particular, ,) are overestimated. Second, uracounted variations in gaseous absorption may cause
spurious variability in agosol retrievals, espedally in AVHRR channel 2, which is grongly contaminated
by water vapor absorption. Higurashi and Nakajima (1999 used red-time meteorologicd fields of water
vapor intheir retrievals, but its verticd placement with resped to the scatering layer is gill ambiguous.
The dfed of corredion, and resulting improvement, still remain to be evaluated by means of sensitivity

studies, similar to thase recently undertaken by Ignatov (20017) for radiometric dfeds.
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e. Effediveaerosol optical depth, 74

The 14 can be defined by substituting spedral aerosol opticd depth, ©(}), in paceof t*(X) in
Eq.(5). A complication here stemsfrom the fad that the spedral structure of t(A) is variable, urlike the
fixed spedral structures in Rayleigh and gaseous absorber comporents. To estimate the magnitude of
this dependence recdl that T(1) is customarily approximated as t(A)~t % (A/A,) ", Osa<2. Integration o
Eq.(5) was performed for different NOAA satellit es, and for afew different values of a. The reference
wavelengths of 2,=0.63, 0.83and 1.61um were used for the threerespedive dannels, and the same
normali zation fador of t, was conventionally adoped for diff erent channels, for convenience(i.e.,
1i(A,)=1,). Performing integration, ore obtains e.g. for NOAA14 (the “worst case scenario”, as iy in
both channels of NOAA14 AVHRR/2, &,=0.640and A,4=0.844, @viate most substantially from 1,):
(T1e=Toett =Taet=T,) fOr a=0; (1,=0.98%,, 1,4=0.97%,) for a=1; and (1,=0.96&,, 1,,=0.964,) for a=2.
Asaresult, theintegral 14 may be lower than the monachromatic t (the t-value & A,=0.63and 0.83um)
by upto ~3.2% and 3.6%, respedively. Therespedive estimates for AVHRR/3 channel 3ayield

diff erence <0.6%.

f. Uncertainty in retrievals, resulting from uncertainties in z andAg

In the present 6S retrievals, the more acarrately estimated t is further scaed to estimate the
monachromatic T, and T, at A,=0.63and 0.83um, using the prescribed operational model, having «=0.94
or a=1.25for channels 1/2 or 1/3a, respedively, which is nea the midde of the typicd rangein a. Thus
the expeded urcertaintiesin the retrieved t; are within 6t,~+1.6%, dt,~+1.8%, and t,~+0.3%,
respedively.

The retrieved Angstrom exporent will also bein error as aresult of the dove uncertainties in the
effedive aeosol opticd depths, andin the df edive wavelengths d1,~+0.010um (1.6%), dx,~+0.017um

.U70), 3~i . lJ.m . 0). | erentlatlng q. ,an Su ItUtIng T/ T~ 1. , OTH/To~ 1. y
2.0%), 62,~+0.001 0.1%). Diff iating Eq.(2 d substituting 8t,/t,~1.6x107, 8t,/t,~1.8x10?
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874/15~0.3x107%; S /A,~1.6x10%, 5h,/A,~2.0¢107, §A,/A;~0.1x107?, ore obtains that
S0~AX(8T,/1,+3T,/T,+0h, /A +3A, hy)~3.63x7.0x10%~+0.25for o estimated from channels 1 and 2 and
S0~AX (8Tt +8T,/T,+8A Ay +0h4/A5)~1.07%3.6x10°~+0.04for a estimated from channels 1 and 3.
Note that errorsin t;, asciated with wide AVHRR spedral resporse, are relatively small (do
not excea £2% in channels 1 and 2,and £0.5% in channel 3a). However, the eror in the Angstrom
exporent may be upto £0.25for channels 1 and 2,mainly due to the spedral closenessof these two

channels (fador A~3.63, whereas for channels 1 and 3, it is substantially less(+0.04).

4. Treatment of Sea Surface Refledancein Dave’ and 6S

a. Suface Refledancein Dave code

In the original Dave’ code, the @mosphereis bounded by a Lambertian refledor with surface
refledance, p°. Thistermisadually asum of two contributions - foam refleaance (whitecaps, p,,.), and
“under-light” (scattered radiation emerging from the seawater, p,): p°= puctpsy- Ignatov et a. (1995
estimated p,,. and ps, for the 2™ generation algorithm through careful analysis of the scientific literature.
For whitecgs and “under-light”, Koepke's (1984 model and empiricd databy Morel and Prieur (1977
were used. For chlorophyll concentration (Case 1 waters) and wind speed, typicd of the open ocean,
Ignatov et a. (1995 arrived at the foll owing diff use refledances in AVHRR channels 1 and 2
p®,=2.0x10° and p3,= 0.5x10°. Below, the validity of these hand-made estimates will be chedked
diredly with 6S cdculations, in which the Koepke's (1984 and Morel (1988 models (the latter being
based onempiricd data by Morel and Prieur (1977) have been implemented numericdly.

For the 2 generation algorithm, an additional “diffuse glint” term, Apy, was added to the

radiances, cdculated with the Dave’ RT model

1

BT

[PiR(V)TiR+Pi(V)Ti]x[rf'i(us)”f'i(“")] (6)
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The simplistic formulation d Eq.(6), based onthe decouded form of the single-scattering approximation
to the RT equation, charaderizes the bi-diredional refledancefrom aflat ocean surface avay from the
dired glint area(Viollier et al. 1980 Gordonand Morel 1983. It represents two comporents of solar
radiationwhich undergo oy one ad of scatering in the amosphere, either before or after being
refleded from aflat surface(the two termsin the second squared bradkets, respedively). Thefirst
squared bradkets represent the break-up d these into Rayleigh and aeosol contributions. In Eq.(6), p; is
therefledancein channel i defined as p;=A/lg Hs=COS(6g), 1y,=COS(6,), where 65 and 6, are sun and view
zenith angles; P? and P are Rayleigh and agrosol phase functions; y isthe glint angle; andr; is the Fresnel

refledion coefficient for the ocean.

b. Suface Refledancein 6SModel
In 6S, oceanic refledance, p.(8s,6y,0,1), is parameterized as foll ows (Vermote ¢ al. 1997,b):
pos( Bs ,6\/ ,(p,A ) =
Puc(A) + (1= Pwc )X Ppsw(6s,60,0A) + (1-w)xpu(6s,68 ,0A) (7)
Thefirst two terms on the right-hand side of Eq.(7) (due to whitecas and “under-light”) are very small,

and close to isotropic (diff use Lambertian)’, and the third term is a bi-directional comporent (“ diffuse

"The foam refledance @ove the surfaceis asumed to be Lambertian, aswell asisthe “under-
light”just beneah the surface(level 0-). The latter deviates from isotropic &ter transition through arough
surfaceinterface(level 0+) (Morel 1988. Spedal estimates with 6S have shown that this deviation
depends uponill umination geometry (sun angle) and wind speed, bu it is aways within ~x8% for the
full range of AVHRR sun-view geometries, when wind speeds are <10 m/s. Acoourting for this bi-
diredional effed may prove beneficial in the blue and green parts of spedrum, where asizeable “under-
light” signal, derived from satellit e measurement by means of an atmaospheric corredion, is utili zed for
chlorophyll (“ocean color”) remote sensing. Inthe R/NIR AVHRR channels, the “under-light” signal is
very low. Numericd estimates for AVHRR channel 1 show that over open ocean, it contributes about
~(0.5..2.0x10? to 1, (about 5-20% of typicd t,; the range bradketed by dots acourts for variable sun-
view geometry and chlorophyll concentration). A £8% error in it would thusresult in adt;~(0.4..1.§x10
3 error, well within 2% of typicd 1, (and substantially lessthan &z, resulting from e.g. chlorophyll natural
variability, which is presently assumed nonvariable in the retrievals). In channel 2, the “under-li ght”
signal (andtherefore associated errors 6t,) are & least an order of magnitude lessthan in channel 1 (e.g.
Siegel et a. 200Q.
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glint”) explained above. Thew parameter isthe relative aea overed with whitecgs (whichis
cdculated in 6S acwrding to Monahan and O’ Muircheataigh (1980 asw=2.95x10°U%%% U, n/s, is
wind spedl).

Diff use (Lambertian) surface omporent in 6S: Taking into acaurt the gproximate darader

of whitecg and “under-light” models used in 6S, and the numericd estimates of Footnate 7, we foundit
justified to make minor modifications to this part of the ade, to better fit our particular neals of aaosol
retrievals at thistime. The deviation d the “under-light” from an ided Lambertian refledor was
negleded, and the sum of two comporents, p,,. and p,, was approximated as a one-term diff use
refledance, which can befed asadired inpu to 6S (in additionto the default option d cdculating these
comporents from chlorophyll concentration, Chl, and wind speed, U).

Now, ore neadsto know the diff use surfacerefledanceto be used asinpu to 6S. Fig.3
shows*under-light” refledance cdculated as afunction d chlorophyll concentration acwrding to Morel
(1988 mode (usedin 6S), in AVHRR channel 1 only. For wavelengths above 0.7 um, and therefore for
AVHRR channels 2 and 3, Morel’s (1988 model predicts azero “under-light”. Fig.4 shows whitecgs
refledance & afunction d wind speed, cadculated from Koepke (1984 model. A recent model for
whitecg refledance by Frouin et al. (1996 suggests that the values of p,,c1, puc2 and py,; caculated
acording to Koepke (1984, must be scded by afadors of 0.95, 0.65and 0.33respedively (Frouin
1996 Frouin 2000, mrsonal communicaion). A recent study by Moore d a. (2000, caried out in a
spedral range of 0.41-0.86um, isin agreement with Frouin et al. (1996.

Note that these models have uncertainties. For the Koepke (1984 model, threemajor fadors
contribute to its uncertainty: fresh foam refledance (0.22+0.11); conversion fador to represent aged
foam (~0.4+0.2); and average foam coverage, w (resulti ng from the uncertainty of the Monahan and
O’ Muircheataigh (1980 equation, relating w to wind speel -- see eg. their Fig.1). Part of these

uncertainties may result from errorsin the empiricd data used to derive these parameterizations and
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approximations (e.g., bah axesof Fig.1in Monahan and O’ Muircheataigh (1980 may be subjed to
measurement error), but this urce of error isdifficult to estimate. In an attempt to represent atypicd
rather than aworst case scenario, afador of 2 aroundthe respedive model predictions was used (model
predictions x2* and x2*, respedively). Same atror bars are used for the Frouin et al. (1996 model.
Morel (1988 givesnoindicaion d error bars onthe predictions from hismodel. Nevertheless afador
of 1.5isused (model predictions x1.5" and x1.5™, respedively), to represent its uncertainty.

Fig.3 showsthat for atypicd chlorophyll concentration over open ocean of 0.05-0.5mg/I (e.g.
McClain et al. 1999, py,;~(1.2+1.0x10°, and p,, .= psys=0. Fig.4 (bottom panels) suggests that for
typicd wind speed of W~5-8 nv/s, foam refledance acording to Frouin et al. (1996 is
Puc1~(0.224£0.22x10°, p,,~(0.15+0.15x10%, p,.5~(0.04+0.04x10° Summing the two comporents
up, ore arives at the foll owing results: p®,=(1.4+1.2)x10%, p°,=(0.15+0.15x10?3 and
p°=(0.04+0.04x10°3 (cf with values of p®,=2.0x103, p°,=0.5x10%, and p>,=0.10x10?, respedively,
recommended by Ignatov et al (1999 based onKoepke (1984 model). Numericd estimates show that
the dfea of the systematic diff erences between these two estimates of p°, Ap®,=-0.6x1073, Ap®,=-
0.35¢x107%, and Ap®,=-0.06x10?, onthe derived 1 is 8t,~+(0.2..0.§x10?, 51,~+(0.1..0.5x10? and
d1,~+(0.02..0.07x10% The uncetaintiesin the diff use surfacerefledance, resulting from both the
uncertainties in the model predictions and retural fluctuationsin wind speed and chlorophyll
concentration, are within £100% of average model predictions. This causes randam errorsin retrieved t
of an order of §t,~+(0.7..2.9%102, &t,~+(0.04..0.3x102, and 5t,~+(0.01..0.05x102.

Note that all the dove estimates correspondto open ocean (Case 1) waters. Over prodictive
Case 1, and coastal (Case 2) waters the d@fed may be afew timeslarger -- upto an order of magnitude
and more (see eg. Siegel et a. (2000; and dscussonin Ignatov and Stowe 2000. But the spedral
tendency, by which the dfea of diffuse surfacerefledanceis biggest in channel 1, and pogressvely

deaeasesin channel 2 and 3, is dill valid. Thisisfurther discussed in part 2 of this gudy.
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Bi-diredional comporent: The 6S uses an anisotropic Cox-Munk ocean surfacebi-diredional

refledance, with a slope distribution function, P(W), represented by a Gram-Charlier series (Vermote &

al. 1997h
%—%C21(62—1)—%C03(r]3—n)+ E
1 52+ 20 B1 1 &
“omoeo, SPHT 2 ! =t Bﬁf“o(‘”_652+3)+ZC22(52‘1)(’72‘1)E(8)
o5 Cor (14 -6n2+3) -
where

=0003+000192xW 0002 o/ =0000+000316 xW +0.004
C2=0010-0.00860xW +0.030 Co3=0.040-0.0330xW +0.120 (9)
Cx=0.40+0.23 C2=0.12+0.06 Cos =0.23£0.41

Here, W iswind spedd; £&=Z /o, =2 /o,; Z. and Z,are wave slope comporentsin crosswvind and upvind
diredions, and 6, and 6, are their root-mean-squared deviations. EQs.(8)-(9) are written in a system of
orthogonal coordinates, referenced to wind dredion, as described in Vermote & al. (19978.

The anisotropic formulation d Egs.(8-9), in which the aosswvind and upwvind dredions are not
equivalent, was first proposed by Cox and Munk (1954a,b, 1956. At the sametime, Cox and Munk
(1955 proposed a simplified isotropic treament, with noreferenceto the wind dredion. For some
reason, it was this mplified isotropic formulation which was later widely used in dff erent remote
sensing appli caions, including remote sensing of agosol (e.g. Viollier et al. 1980,0’ Brien and Mitchell
1988,Khattak et al. 1991,Breon 1993 Wagener et a. 1997 ,Mishchenko et al. 1999, Higurashi et al.
1999.

The Cox-Munk surfacemodel included in 6S off ers a major improvement over the goproximation



24
described by Eq.(6) and wsed with the present 2™ generation algorithm. Additi onally, its more
sophisticaed anisotropic wind formulation gives further oppatunity to chedk the dfed of the
correspondng anisotropy in the surfaceroughnesson the acaracy of agosol retrievals, and thus better
understand the gplicability of the isotropic wind treament used nowvadays throughou the remote

sensing community.

5. Data Used in the Study

This dudy usesthe so cdled AEROBS (Aerosol Observations) data, based onthe operational
SeaSurfaceTemperature/Aerosol cloudmask agorithm applied to 2x2arrays of cloudfreeGlobal Area
Coverage (GAC) pixels (McClain 1989. For eat cloudfree aray, the mean geography (latitude and
longitude), observation geometry (sun, view, and relative azimuth angles), radiometricaly cdibrated
albedos (in channels 1 and 2 and krightnesstemperatures (in channels 3, 4and 5 are produced, along
with seasurfacetemperature and aeosol opticd depth.

Four such datasets have been colleded from NOAA14 AVHRR/2, which al together span a
period d more than ayea, from February 1998through May 1999. Eac dataset contains AVHRR
observationsfor aperiod d 9 to 14conseadtive days: February 08-16, 1998 April 02-10, 1998
Decamber 22, 1998 January 04, 1999 and April 28- May 06, 1999. These datasets are heredter
referred to as February 1998 (Feb’ 98); April 1998(Apr’98); January 1999 (Jan’ 99); and May 1999
(May’'99), respedively.

The cdibration equation wsed to convert output courts from AVHRR channels 1 and 2into
albedo (defined as pedral radiancein channel i, L, Wm?pm™sr't narmalized to Fg ;, W m?pum™ as

A=rLilFy;,)

Ai =S x(C -Coi) (10)
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Acocording to Rao and Chen(1996), the off sets are C,,=C,,=41. The slopes, S, are different and change

with time &

Si=Xi+Yixd (11)

where d isthe dapsed timein orbit, expressed in days after launch (for NOAA14, Decanber 30, 1993.

The foll owing coefficients have been used operationally

Before December08,1998 After December 08,1998
X1=0.109 Y1=232x10-5; X1=0.1107 Y;=135x10- (12)

X2=0.129 Y, =373x10-5; X2=0.1343 Y,=133x10-

For the &ove four periods, d=1,14%4; d,=1,1944; d,=1,46Qt6; d,=1,5854. Substituting these
numbersin Eq.(12), ore obtains the following valuesin channel 1: S;(d,)=0.1355 S,(d,)=0.1367
S,(d5)=0.1304 S,(d,)=0.1321 andin channel 2: S,(d,)=0.1716 S,(d,)=0.1735 S,(d;)=0.1537
S,(d,)=0.1554.

Thefirst set of cdibration coefficients, used before Decanber 08, 1998js based onRao and
Chen (1996. The seaondset of coefficients used theredter is based onan internal memo by Dr. N. Rao
(1998. Therefore, the two sub-groups of the four datasets (one sub-groupincluding Fety 98 and Apr’ 98,
and the other Jan’ 99 and May’ 99 dhtasets) have inconsistent cdibration. Currently, yet ancther revision
to the cdibration formulaeis underway (N. Rao 2000 rsonal communicaion). It was therefore dedded
not to revise/adjust the operational cdibration d the data, for the present study. One shoud bea in
mind, havever, that the cdibrationisaie, which is of littl e importancefor the RT model comparisonin
the present study, may impad numericd resultsin the second part of this paper. A spedal sensitivity

study has been recently completed by time of revision d this paper (Ignatov 2001, which provides a
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helpful guide to the future cdibration adjustments as needed®.

Only data over the latitudinal belt of 5-25°S have been considered. Thisarea acarding to our
previous experience (cf. Husar et al. 1997, provides the deanest atmosphere over oceans. The four
datasets represent spacetime boxes (latitudinal belt of 5-25°S, within 9-14 days) of AEROBS data with
numbers of observation d N,=67,092 N,=79,269 N,=101,081 and N,=108,286 respedively, and have
different clustering in the subspaceof Sun-view geometry (seeFig.5).

The data thus al ow testing the acairacy of RT code transition (in Part 1 of this paper), and the
performance of the dgorithm (in Part 2) under avariety of diff erent seasonal and angle ndtions, anda

variety of different stagesin the NOAA14life g/cle.

6. Transition from Dave' to 6S

a. Mie schemesin Dave and 6S

First, the Mie part of 6S was tested against that of Dave’ (Ignatov 2000. The
scatering/extinction efficiencies and plase function are cdculated in Mie theory viaintegration over
particle radius sze distribution. The diff erence between the Dave’ and 6S integration schemesisthat in
the former, an equal step in particle radius, Ar, is used, whereasin the latter, an equal logarithmic step is

used as:

8Here, apreliminary ill ustration o the magnitude of thisimpad is given. In order to make the
two sub-groups radiometricdly consistent in terms of Rao and Chen (1996, the dbedos neead to be raised
by ~9.6% (in channel 1) and~19.3% (in channdl 2) in Jan’99; and by ~10.4and 21.24, respedively, in
May’' 99. If their consistency is ought onthe basis of Rao’ 98, the dbedos doud be lowered by 6.%%6
(ch D) and 12.9%6 (ch 2) in Feb’98; and by 7.2% (ch 1) and 13.84 (ch 2) in Apr'98. The aove etimates
suggest that the cdibrationin the two groups of dataisinconsistent by ~(6..10% and ~(13..20%in
channels 1 and 2 ,respedively, whereas the data ae uncertain within abou %2 that range, i.e., ~x(3..5%
and ~+(6..10% in channels 1 and 2 ,respedively. (The uncertainty was estimated in anticipation that
the future version d cdibrationwill fall somewherein between the Rao and Chen (1996 and Rao (1998
versions). Numericd estimates show that a +5% cdibration error in channel 1 would raise 7, by dt,~
+(2..3x10?, and the same cdibration error in channel 2 would raise t, by §t,~+(1..2x102 Combining
these two estimates together, ore obtains that the two groups of data ae inconsistent by dt,~(3..6)x10?
and §t,~(3..8x10?, ead being uncertain within dt,~+(1..3x10? and dt,~+(1..4x10?, respedively.
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Or+Ar[] _
IogETE-DRL-O.OB (13)

with the DRL=3x107? being a 6S built-in parameter. The Dave’ scheme requiresthat the egual-step
parameter, Ar, be ajusted to the small particle end d the size distribution, which makes it excessvely
fine for the large-particle end. The more mntemporary 6S-type numerica integration schemeis expeded
to be more computationall y efficient, automaticaly providing comparable acaragy at both ends of the
sizedistribution. Thisisdueto the fad that the particles’ size distributionis often approximated with a
log-normal function.

Ignatov (2000 has hown that the acairacy of the phase function cdculation is more sensitive to
thisintegration step size than isthe acaragy of the extinction cdculation. In order to achieve a~0.1%
acairacy in bah phase function and extinction cdculations over aredistic range of microphysicd
variability abou the base microphysicd model described in sedion 2,it was foundthat the DRL
parameter in 6S needs to be reduced dawn to approximately DRL=2x10*. Thisvalue of integration step

was used in all further cdculations used in this paper.

b. Calculating Radiances with 6S

Two new LUTS, for channels 1 and 2,respedively, have been constructed with 6S. The 6S built -
in spedral resporse functions for NOAA14 AVHRR/2 were used. Surfacediff use refledances were set
to 2.0<10°% and 0.5¢10°3, asinthe Dave’ LUTs. Wind speed was st to W=1 m/s, to more dosely imitate
the flat surfaceused with the Dave' - based LUTSs (small er wind speeads have been avoided as they may
result in instability of the 6S numericd scheme, dueto asingularity). Wind dredionwas st to 0,i.e.,
the wind was asaumed to blow in the scan plane. However, for such alow wind speed, this parameter

does not matter. Asinthe Dave’ LUTS, the @mosphere was assumed to be mid latitude summer.
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¢. Comparison d 6S andDave Top-of-the-Atmosphere (TOA) Refledances

Fig.6 shows the per-cent diff erences between 6S and Dave’ TOA refledances. Refledances
from the look-up-tables, which satisfy the retrieval restrictions (sun and view angles of 6¢,6,=0(6)60°;
relative aimuth of ¢=90(10)180°, and agosol opticd depth t=0(0.1)0.4; the latter restrictionisimpaosed
because the vast mgjority of paintsin the four datasets have t<0.4; y>40°, ¢>90°), are plotted versus
scatering and glint angles. These two angles are chosen because they are felt to most clealy portray the
differences in the amospheric scatering and surfacerefledion, respedively.

The 6S-Dave’ per-cent differencesin bah channels are a their lowest (most negative) for a
purely Rayleigh atmosphere (famili es of points closest to the X-axesin Fig.6), andincrease with z. In
channel 1, they remain typicdly within afew percent. In channdl 2, Dave' agosol radiances are
systematicdly biased high with resped to 6S, and the respedive per-cent diff erences are higher thanin
channel 1. Depressed 6S refledancesin this channel are related to the spedfics of acourting for
gaseous absorptionin 6S (in this particular case, it iswater vapor), which is assumed to be fully above
the Rayleigh-agrosol scatering layer. Thisfeaure of 6S has aready been discussed in sedions 1 and &
andindicates that the 6S cdculations may require some future adjustments to the mncentrations of the
absorbers, to represent actual radiative transfer in the amosphere moreredisticaly. This adjustment is
naot attempted in this paper, in which fixed mid latitude summer profil es are used for ead gaseous
comporent, and will be explored elsewhere. Asaresult of thislow biasin channel 2 refledances, the
retrievals of agrosol opticd depth in this channel with 65 LUTs are expeded to be biased somewhat high.

In bah channels, systematic angular biasis more noticedle for glint angle, the Dave’
refledeances being biased progressvely high as one gpproaches the ait-off glint angle of y=40°, adopted
in the present algorithm. This may be due to the fad that a home-grown addition to the Dave' codeto
tred the diff use glint corredionin a simplified manner based ona decougded form of the single

scatering approximation (as described in sedion 44), overestimates the wntribution from this term
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compared to its more acarate treament in 6S.

Note that Fig.6 can only be used to give avery rough ideaof the dfed of changing RT models,
asit isunclea what redistic propartion d points with dff erent geometries and agrosol condtions
adualy isinthe AVHRRretrievals. Thus, to estimate the impad of changing the RT model onthe
agosol retrievals more redisticdly, the adual geometricd retrieval condtions (presented in Fig.5), and
agosol opticd depth frequency distributions (considered in the second art of this gudy) in the four
datasets must be taken into acaourt. Below, thisis done by comparing adual retrievals with the two

models.

d. Comparison d 6S andDave Retrievals

Fig.7 shows satergrams of the Dave' -based retrievals of t,, 1,, and o against respedive 6S-
based retrievals of these parameters. They are pradicaly identicd at low aaosols, but begin to dverge
as agosol amourt increases, consistent with the refledancedifferencesin Fig.6. (Note that the
inconsistent cdi brations between the two sub-groups of the four datasets aff ed mostly the low-end t
retrievals, bu this haslittl e impad when comparing 6S and Dave).

Fig.8 shows histograms of their diff erences and statistics of the comparisons (mean, root-mean-
squared deviation, minimum, and maximum differences). Theretrieved opticd depths with the two RT
models are typicdly within £0.02 d ead ather in bah channels. In channel 1, thebiasin t isnegligible
(<81,><1x10%); in channel 2, the 6S-derived 1, are biased high, in qualitative agreement with the
refledance analysis, by <8t,>~4x103. Mean hiasin the derived Angstrom exporent is <§o>~+8x102,
Randam (standard deviation) differences are dbout o1,~6x10° in channel 1, and ot,~4x10° in channel 2,
and ca~9x10? in the Angstrom exporent.

It isinteresting that a small biasin channel 2 resultsin ancticedle bias in the Angstrom exporent.

The high sensitivity of this differential agrosol parameter is further ill ustrated in Fig.9, which shows the
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“Dave -6S’ Angstrom exporent diff erence, Aa=a,-0,g, 8safunction d agrosol opticd depth in channel 1.
Systematic comporents of At, (and, to alesser extent, in At,) andresult in apronourced X/z-typetrendin
Aa, whereas their randam comporents contribute to a pronourted scater aroundthis 1/z-trend. Note that
the May’' 99 cataset reveds higher noisein Aa, espedally at low t. A lower t in this dataset compared to
the other three(seediscussonin the next sedion) may tend to amplify the diff erences between the 6S
and Dave’ Angstrom exporent retrievals. The diff erences themselves may be larger here, too, tecause
the diff use glint corredion added to the Dave' codeis expeded to perform progressvely lessacairately
as Dlar zenith angle increases.

Overall, the magnitude of uncertainty in t, resulting from the cnversionfrom one RT codeto
ancther, appeas accetable for agosol retrievals. For example, it iswell within the MODIS goal:
retrieving t to an acaracy of £0.05:0.05 (Tanre @ a. 1997. Reative differencesin the Angstrom
exporent are larger, but still can be tolerated considering other sources of its uncertainty (seepart 2 of

this gudy for detail s).

7. Err orsin t Caused by the Retrieval Procedure (Look-Up-Table/l nterpolation Scheme)
Changing RT models leads to examining the performance of elements of the retrieval algorithm,
other than the RT code, such as the numericd scheme used in the retrieval algorithm. At present, look-
up-tables (LUT) are austomarily used for aerosol retrievals (e.g. Tanre & al. 1997 Higurashi and
Nakgjima 1999, the retrieved value being estimated by a multi-dimensional interpolation between its
rows and columns. The NOAA/NESDIS 2™ generation algorithm inherited the numericd retrieval
scheme from thel® generation algorithm (Rao et al. 1989. The LUT is afour-dimensional matrix of pre-
cdculated top-of-the-atmosphere dbedas: 15 sun zenith angles (65=0(6)84°) x 15view zenith angles (6,
=0(6)84°) x 19relative aimuth angles (¢=0(10)180°) x 7 agosol opticd depths (=0, 0.15, 0.30, 0.60,

0.90, 1.20and 1.5Q. (Notethat LUTs of asimilar structure ae presently used for MODIS retrievals
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(Tanre @ al. 1997). Theinterpalationis 2™ degreeLagrangian in afour-dimensional space

Accauragy of thisretrieval procedure has been examined by means of the foll owing numericd
experiment. For al four datasets described above, the measured albedos have been replaced by
theoreticaly cdculated values, for the exad sun-view geometry avail able from the data. Aerosol opticd
depth, t,,,, needed asinpu for the dbedo cdculations, was modeled as belonging to a randam sample
with alog-normal probability distribution function with a geometricd mean, t,=0.15,and standard
deviation, p=1.5in bah channels (for definitions, and validity of this approad in general, andits
spedfic parametersin particular, seesecond art of this dudy). The set of atmospheric and acceanic
surfaceparameters, used for modeling, isthat used in the 2™ generation algorithm, as described above.
The operational retrieval procedure was then applied to invert the cdculated albedos bad to “estimated”
agosol opticd depth, 1., using LUTs whose parameters are full y consistent with the parametersin the
cdculation. The difference between the “modeled” t,,,, and “estimated” ., was then cdculated as At=1,-
1, inthefirst two AVHRR channels. Typicdly, At are doseto zero, which is expeded if the retrieval
procedure performs adequately. However, retrievals at high solar zenith angles were foundto be biased
low. Fig.10 dots At, and A1, asafunction d sunangle for the May’ 99 dataset. (The threeother
datasets have very few observations with 6.>60° (cf. Fig. 5¢), and therefore ae not shown here).
Negative bias darts developing beyond6,=60°, and reates At,=-0.04and At, =-0.02in channels 1 and
2 at 65=70°, onaverage. (Recdl that asimilar fedure shoud have been olserved, dweto the redprocity
principle, at slant view angles, which may go as high as 68° for the AVHRR. However, angles with
6,>60° are nat present in the retrievals, due to the spedfics of the doud mask used in the operations,
described in Footnote 3). The dhannel 3a(1.61um) datafrom AVHRR/3 were not avail able & the time
of thisanalysis, so that asimilar analysis was performed with TRMM/VIRS data (Ignatov and Stowe
2000. Thisanalysis has shown that a simil ar negative bias in this channel isalso present, with an

average magnitude of At,=-0.01.
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The mnclusion from this part of analysisisthat the range of sunand view angles beyond
05,0,=60° may be subjed to systematic erors due to unidentified numericd biases (structure of the LUT
or interpolation procedure), and shoud be used with caution. More rigorous ways to resolve these
numericd problems houd be explored, searching for an ogimum choice of the LUT structure, and

methods of interpoation. Thistask isbeyondthe scope of this gudy.

8. Concluding Remarks

The 2™ generation agosol retrieval algorithm was described in detail, with emphasis onits
radiative transfer related elements. The Second Simulation d the Satellit e Signal in the Solar Spedrum
(6S) radiative transfer model (Vermote d al. 1997,b) was $own to be more alvantageous and better
suited for agosol remote sensing from AVHRR, providing a much wider range of radiative transfer
modeling todls and capahiliti es compared to what had been used formerly (Dave 1973.

The 6S code has been used to analyze the impad of the AVHRR channel’ s wide spedral
resporse onretrieval acaracy. In perticular, analysis of the dfedive wavelengths suggests that aeosol
opticd depth retrievals (t,,1,,15) are best reported at the standard set of monachromatic wavel engths of
0.63, 0.83and 1.61um, which most closely represents the channels of a “generic” AVHRR onbaard the
different NOAA pdar orbiting satellites. The respedive arorsin agosol opticd depths (t,,7,,15) defined
thisway typicdly do nd exceed ~2%. The Angstrom exporent derived from (t,,7,) may bein error by
upto 60£0.25. For the Angstrom exporent derived from (t,,15), this comporent of error is substantially
smaller: 3a+0.04. These estimates are aworst-case scenario for the present algorithm, which first derives
two values of agosol opticd depths, and then combines them together to estimate a. For the dgorithms
based onsimultaneous lution, this comporent of error deaeases but never disappeas, due to the ever-
persistent uncertaintiesin the inferred aerosol model. Extrapaation to wavel engths beyondthe spedral

intervals covered by AVHRR is nat recommended, asit can introduce alditional errors associated with
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the uncertainty of theinferred or assumed aaosol model.

A new re-evaluation d the diff use oceanic refledance, p®, based on wasdore. Thisanalysis
suggests that p°in AVHRR channels 1 and 2are p%,=1.4x10° and p°,=0.15x10°. These numbers are
lower by 30 and 7%, respedively, than p°,=2.0x10° and p°,=0.5x103, derived by Ignatov et al. (1995
and presently used in the second generation algorithm. Numericd estimates show that the dfed of the
diff erences, Ap®,=-0.5x10° and Ap®,=-0.35x10° onthe derived t iswithin ~+(0.2..0.§x10% for 1, (about
2-5% lower than typicd 1,), and ~+(0.1..0.9x10% for 1, (about 1-4% lower than typicd t,). In channel
3a, the diffuse comporent may be negleded.

Spedal tests of the numericd performance of the retrieval agorithm have shown that the t-
retrievals at high solar zenith, and at slant view geometries (beyond 60’) are biased progressvely low,
and shoud be used with caution. It isnat clea at thistime what in the retrieval algorithm is causing this
error.

The 6S model was evaluated by constructing radiative transfer look-up tables, comparing those to
the Dave' based LUTS, and applying them to four large datasets of adual AVHRR measurements. The
statistics of diff erences suggest that the transition from the Dave’ RT codeto the 6Sis relatively smoath
and with acceptably small systematic and randam differences. Asaresult of thistransition, a much more

complete, acarrate, and versatile RT modeling tod has replaced the previously used Dave’' code.
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Figure captions

Fig.1. The 6S model results for the six standard agosol models (Continental-CON, Maritime-MAR, Urban-
URB, Desert-DES, BiomassBurning-BlO, and Stratospheric-STR), and ore microphysicd model used in
operationa retrievals (mono-modal log-normal sizedistribution with n(R) defined in Eq.(1)) (OPER) in
AVHRR channels 1 and 2(0.63and 0.83um, respedively). The X-axisis always <ateringangle, x. The'Y-
axis dhows, onlinea scde: (@) InP: natural logarithm of the model phase functionsin channel 1, In[P,()]; (b)
InwP: natural logarithm of single scattering albedo-adjusted phese functionsin channel 1, In[o,-P,(x)]; (c)
same & (a) but in channel 2: InP=In[P,(x)]; (d) same & (b) but in channel 2: InwP=In[w,-P,(x)]; (€) natural
logarithms of ratios of phase functions: INRP=In[P,(x)/P,(x)]; (f) natural logarithms of ratios of the SSA-
correded phese functions: INRoP=In{[w,-P,(x)]/[®,-P,(x)]}. Note: The use of natural logarithm in (a)-(d)
alows easy estimate of percent differencein phase functions. For instance a 0.1 changein In(X) (where
X=[P] or X=[w-P]) correspondsto an ~10% differencein X, and subsequently, to a 10% error int. An
equivalent error in a. is estimated from (€)-(f) as: da~A-3InRwP, where A=3.63(see &so sedion 2. Fig.1lis
fully similar to Fig.1lin Ignatov and Stowe (2000 but for the AVHRR (0.63& 0.83um) rather than VIRS

(0.63& 1.61um) channels.

Fig.2. Spedral resporse functions, R (dimensionless normalized to 1 at maximum; left y-axis; shown orly for
afternoonNOAA satellit es, used to produce the Pathfinder Atmosphere (PATMOS) dataset Stowe ¢ al. 200)),
Rayleigh ogicd depths, 7 (dimensionless multiplied by afador of 10; left y-axis), and Nedkel and Labs

(1984 solar irradiance, F (W m? pum™; right y-axis) in AVHRR channels 1 (a) and 2(b).

Fig.3. “Under-light” refledancein AVHRR channel 1 asafunction d chlorophyll concentration, C, mg/|
(cdculations using Morel (1988 model used in 6S). Above 0.7 um (and therefore in AVHRR channels 2 and
3a), the under-light” signal is negligible. Solid lines: model prediction (Morel 1988 used in 6S); dotted lines:

error bars (represented by afador of 1.5 model predictions x1.5% and x1.5', respedively
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Fig.4. Diffuse refledance by whitecgs as afunction d wind speed in AVHRR channels 1 (left) and 2
(midde), and AVHRR/3 channel 3a(right). Top (al-cl): Koepke (1984 model (used in 6S); bottom (a2-c2):
Frouin et a. (1996 model. Solid lines: model predictions; dotted lines: error bars (represented by afador of

2: model predictions x2* and x2*, respedively).

Fig.5. Per-cent frequency distributions of observationsin the four datsets used in this sudy (total number of
observationsis N,=67,092in Feb’98; N,=79,269in Apr' 98, N,=101,081in Jan'99; and N,=108,286in
May’99) by latitude ¢ (a), longtude A (b), sun 6 (c), view 6, (d), scateringy (e) and dint y (f) angles. Bin
sizes (Ap=1°, AA=15°, AO=1°, AO,=6°, Axy=3°, Ay=3°) were chosen to namalizethe maxima of the
histograms at ~15%, which was foundto provide relatively smoacth yet detail ed structure of frequency

distributions.

Fig.6. Per-cent difference between Dave’ and 6Srefledancesin AVHRR channels 1 (a-b) and 2(c-d) versus

scatering (a, ¢) and dint (b, d) angles.

Fig.7. Scatergramsof 1, (a) 1, (b) anda (c) derived using Dave' versus those derived using the 6S code, for

the four diff erent datasets: Feb’98 (1); Apr'98(2); Jan'99 (3); May’ 99 (4).

Fig.8. Histograms of Dave'-6S differencesfor t, (8) 1, (b) anda (c) for the four different datasets: Feb' 98 (1);

Apr'98(2); Jan'99 (3); May’99 (4). (Note: statisticsfor a are cdculated for t,,7,>0.03 ony).

Fig.9. Scatergrams of Dave'-6S diff erences in the Angstrom exporent, Aa=ap-0s, 8s afunction o
agosol opticd depth in channel 1, for the four diff erent datasets. Feb’' 98 (a); Apr’' 98 (b); Jan' 99 (c);

May’ 99 (d).

Fig.10. Errorsin agosol opticd depthin AVHRR channels 1 (a), At,, and 2(b), At,, induced by the
retrieval procedure, as afunction d solar zenith angle, for the May’ 99 dataset. Solid line: average Az;

verticd bars - standard deviation, c,,; open circles - min(At;) and max(At).
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Tablel. Effedive central wavelengthsand “solar constants’ for different
AVHRR/2 (NOAA-06/14), AVHRR/3 (NOAA1516), and TRMM /VIRS sensor s
(calculated according to Egs.(3)-(4); F(») - Neckel and Labs (1984, astabulated in
6S). Note: NOAA13isnot present duetoits sort lifetime and lack of data records
from its AVHRR/2 sensor. NOAA 14 was launched to replaceit.

CHANNEL 1 CHANNEL 2 CHANNEL 3A
(0.63 um) (0.83 um) (1.61 um)
et Fef, et Feit, At Feit,
um  [WmPm*l pm  |WmPpm?t] pm | WmPpm?

NOAA-06 0.629 1657 0.834 1051 - -

NOAA-07 0.630 1651 0.834 1051 - -

NOAA-08 0.638 1619 0.830 1059 - -

NOAA-09 0.635 1631 0.833 1053 - -

NOAA-10 0.628 1658 0.836 1046 - -

NOAA-11 0.635 1631 0.832 104 - -

NOAA-12 0.638 1621 0.834 1051 - -

NOAA-14 0.640 1610 0.844 1028 - -

NOAA-15 0.633 1648 0.840 1039 1.607 247.0

NOAA-16 0.632 1649 0.843 1033 1.605 247.6

TRMM /VIRS]| 0.624 1677 - - 1.607 246.1
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Table 2a. Channel 1 (0.63 pm) Rayleigh Optical Depth for different AVHRR/2 (NOAA-06/14),

AVHRR/3 (NOAA1516), and TRMM /VIRS sensors and standard atmospheres calculated
acoording to Eq.(3). TROP-Tropical, MLS—Mid Latitude Summer, MLW — Mid Latitude
Winter, SS— Subarctic Summer, SW — Subarctic Winter, US62 —Standard US (1962).

T TROP MLS MLW SS SW usS62

Rayl 0.0587 | 0.0586 | 0.0588 | 0.0583 | 0.0584 | 0.0585

NOAA-06| H© 0.0132 | 0.0099 | 00033 | 00074 | 0.0017 | 0.0052
Os 0.0212 | 00273 | 00340 | 00296 | 0.0411 | 0.0295

0, 0.0028 | 0.0028 | 0.0028 | 0.0028 | 0.0028 | 0.0028

Rayl 0.0584 | 0.0584 | 00585 | 0.0580 | 0.0582 | 0.0582

Nnoaa-o7|  HO 0.0134 | 0.0101 | 00034 | 0.0075 | 0.0017 | 0.0053
Os 0.0209 | 00269 | 00334 | 00201 | 0.0404 | 0.0289

0, 0.0032 | 0.0032 | 00031 | 00032 | 00031 | 0.0032

Rayl 0.0567 | 0.0566 | 0.0567 | 0.0562 | 0.0564 | 0.0564

noaa-og| HO 0.0196 | 0.0154 | 00063 | 00121 | 0.0037 | 0.0092
Os 0.0199 | 00257 | 00320 | 00278 | 0.038 | 0.0277

0, 0.0039 | 0.0039 | 0.0039 | 0.0039 | 0.0038 | 0.0039

Rayl 0.0571 | 0.0570 | 00571 | 0.0566 | 0.0568 | 0.0568

NOAA-09| H:0 0.0160 | 0.0121 | 00041 | 0.0001 | 0.0021 | 0.0065
Os 0.0196 | 00252 | 00314 | 00273 | 0.0379 | 0.0272

0, 0.0059 | 0.0059 | 0.0058 | 0.0059 | 0.0058 | 0.0059

Rayl 0.0589 | 0.0589 | 0.0590 | 0.0585 | 0.0587 | 0.0587

NOAA-10] H© 0.0130 | 0.0007 | 00032 | 0.0072 | 0.0016 | 0.0051
Os 0.0213 | 00275 | 00342 | 00207 | 0.0413 | 0.0296

0, 0.0025 | 0.0025 | 00025 | 0.0025 | 0.0025 | 0.0025

Rayl 0.0569 | 0.0569 | 0.0570 | 0.0565 | 0.0567 | 0.0567

NOAA-11| H© 0.0155 | 0.0117 | 0.0040 | 0.0088 | 0.0020 | 0.0063
Os 0.0196 | 00253 | 00315 | 00274 | 0.0380 | 0.0273

0, 0.0059 | 0.0059 | 0.0059 | 0.0059 | 0.0058 | 0.0059

Rayl 0.0559 | 0.0559 | 0.0560 | 0.0555 | 0.0557 | 0.0557

NOAA.12| H© 0.0166 | 0.0126 | 00044 | 0.0006 | 0.0023 | 0.0069
Os 0.0194 | 0.0250 | 0.0312 | 00271 | 00376 | 0.0270

0, 0.0058 | 0.0058 | 0.0057 | 0.0057 | 0.0056 | 0.0057

Rayl 0.0555 | 0.0554 | 0.0555 | 0.0551 | 0.0552 | 0.0553

NOAA-14] HO 0.0188 | 00145 | 00053 | 0.0111 | 0.0029 | 0.0081
Os 0.0191 | 0.0245 | 0.0306 | 0.0266 | 0.0369 | 0.0264

0, 0.0059 | 0.0059 | 0.0058 | 0.0058 | 0.0057 | 0.0058

Rayl 0.0565 | 0.0564 | 0.0565 | 0.0561 | 0.0562 | 0.0562

NOAA-15| HO 0.0125 | 0.0093 | 00030 | 0.0069 | 0.0015 | 0.0048
Os 0.0212 | 00274 | 00341 | 00206 | 0.0411 | 0.0295

0, 0.0006 | 0.0006 | 0.0006 | 0.0006 | 0.0006 | 0.0006

Rayl 0.0568 | 0.0567 | 0.0568 | 0.0564 | 0.0565 | 0.0566

NoAA-16]  HO 0.0129 | 0.0006 | 0.0031 | 0.0071 | 0.0016 | 0.0050
Os 0.0213 | 00274 | 00342 | 00207 | 0.0412 | 0.0296

0, 0.0007 | 0.0007 | 0.0007 | 0.0007 | 0.0007 | 0.0007

Rayl 0.0599 | 0.0598 | 0.0599 | 0.0594 | 0.0596 | 0.0596

TRMM / H,0 0.0132 | 0.0008 | 00032 | 00073 | 0.0016 | 0.0051
VIRS Os 0.0230 | 0.0207 | 00369 | 00321 | 00446 | 0.0320
0, 0.0004 | 0.0004 | 0.0004 | 0.0004 | 0.0004 | 0.0004
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Table2b. SameasTable labut for Channel 2 (0.83um).

T TROP MLS MLW SS SW uS62

Rayl 0.0199 0.0199 0.0199 0.0197 0.0198 0.0198

NOAA-06 H.0 0.1425 0.1202 0.0601 0.1001 0.0378 0.0810
O3 0.0007 0.0009 0.0011 0.0010 0.0014 0.0010

O2 0.0159 0.0159 0.0155 0.0157 0.0152 0.0156

Rayl 0.0199 0.0199 0.0200 0.0198 0.0199 0.0199

NOAA-07 H20 0.1552 0.1313 0.0662 0.1096 0.0419 0.0889
i O3 0.0008 0.0010 0.0012 0.0011 0.0015 0.0011

O, 0.0151 0.0150 0.0147 0.0148 0.0144 0.0148

Rayl 0.0203 0.0203 0.0203 0.0202 0.0202 0.0202

NOAA-08 H.0 0.1424 0.1200 0.0599 0.0999 0.0376 0.0808
O3 0.0008 0.0011 0.0013 0.0011 0.0016 0.0011

O2 0.0163 0.0162 0.0158 0.0160 0.0156 0.0160

Rayl 0.0199 0.0199 0.0199 0.0198 0.0198 0.0198

NOAA-09 H.0 0.1549 0.1309 0.0657 0.1092 0.0414 0.0885
O3 0.0007 0.0010 0.0012 0.0010 0.0014 0.0010

Oz 0.0155 0.0155 0.0151 0.0153 0.0149 0.0152

Rayl 0.0195 0.0195 0.0195 0.0194 0.0194 0.0194

NOAA-10 H.0 0.1469 0.1244 0.0630 0.1039 0.0399 0.0844
O3 0.0006 0.0008 0.0010 0.0009 0.0012 0.0009

O2 0.0166 0.0166 0.0162 0.0164 0.0159 0.0164

Rayl 0.0200 0.0200 0.0200 0.0198 0.0199 0.0199

NOAA-11 H20 0.1493 0.1260 0.0628 0.1048 0.0395 0.0848
O3 0.0008 0.0010 0.0012 0.0011 0.0015 0.0011

O, 0.0162 0.0161 0.0158 0.0159 0.0155 0.0159

Rayl 0.0198 0.0198 0.0198 0.0197 0.0197 0.0197

NOAA-12 H.0 0.1482 0.1251 0.0626 0.1042 0.0394 0.0843
O3 0.0007 0.0009 0.0011 0.0010 0.0013 0.0010

O, 0.0127 0.0127 0.0122 0.0125 0.0119 0.0124

Rayl 0.0190 0.0189 0.0190 0.0188 0.0189 0.0189

NOAA-14 H.0 0.1544 0.1308 0.0663 0.1093 0.0421 0.0889
O3 0.0006 0.0008 0.0009 0.0008 0.0011 0.0008

02 0.0156 0.0155 0.0152 0.0153 0.0149 0.0153

Rayl 0.0189 0.0189 0.0190 0.0188 0.0189 0.0189

NOAA-15 H.0 0.1604 0.1361 0.0694 0.1140 0.0441 0.0929
O3 0.0005 0.0006 0.0008 0.0007 0.0010 0.0007

Oz 0.0140 0.0140 0.0137 0.0138 0.0134 0.0138

Rayl 0.0187 0.0187 0.0187 0.0186 0.0186 0.0187

NOAA-16 H20 0.1661 0.1411 0.0721 0.1182 0.0459 0.0964
O3 0.0005 0.0006 0.0008 0.0007 0.0009 0.0007

O, 0.0138 0.0138 0.0135 0.0136 0.0132 0.0136




Table2c. Sameas Table 1abut for Channel 3A (1.61um).
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T TROP MLS MLW SS SW uS62

Rayl 0.0013 0.0013 0.0013 0.0013 0.0013 0.0013

NOAA-15 H.0 0.0021 0.0015 0.0004 0.0010 0.0002 0.0007
CO2 0.0162 0.0162 0.0161 0.0161 0.0159 0.0161

CHa4 0.0007 0.0007 0.0006 0.0006 0.0006 0.0006

Rayl 0.0013 0.0013 0.0013 0.0013 0.0013 0.0013

NOAA-16 H20 0.0023 0.0016 0.0005 0.0011 0.0002 0.0008
CO; 0.0162 0.0162 0.0161 0.0161 0.0159 0.0161

CH4 0.0005 0.0005 0.0004 0.0005 0.0004 0.0004

Rayl 0.0013 0.0013 0.0013 0.0013 0.0013 0.0013

TRMM/ H.0 0.0029 0.0021 0.0007 0.0015 0.0004 0.0011
VIRS CO2 0.0153 0.0153 0.0152 0.0152 0.0150 0.0152
CH4 0.0018 0.0018 0.0017 0.0018 0.0017 0.0017
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Fig.1. The 6S modd results for the six standard ae'osol models (Continental-CON, Maritime-MAR,
Urban-URB, Desert-DES, BiomassBurning-Bl1O, and Stratospheric-STR), and ore microphysicd
model used in operationdl retrievals (mono-modal log-normal size distribution with n(R) defined in
Eqg.(1)) (OPER) in AVHRR channels 1 and 2(0.63and 083 um, respedively). The X-axisis aways
scdtering angle, x. TheY-axis sows, onlinea scde: (@) InP: natural logarithm of the model phase
functionsin channel 1, In[P:(x)]; (b) InwP: natural logarithm of singe scatering albedo-adjusted
phase functionsin channel 1, In[w1-P1(x)]; (c) same & (a) but in channel 2: InP=In[P,(x)]; (d) same

as (b) but in channel 2: InwP=In[w2-P(X)]; (€) natural logarithms of ratios of phase functions:
INRP=IN[P1(x)/P2(x)]; (f) natural logarithms of ratios of the SSA-correded phase functions:

INRwP=IN{ [w1-P1(%)]/[w2-P2()]}. Note: The use of natural logarithmin (a)-(d) allows easy estimate

of percent differencein phese functions. For instance, a 0.1 changein In(X) (where X=[P] or
X=[w-P]) corresponds to an ~10% differencein X, and subsequently, to a 10% error int. An

equivalent error in « is estimated from (e)-(f) as: da~A-0InNRwP, where A~3.63 (see &so sedion 2.

Fig.lisfully similar to Fig.1in Ignatov and Stowe (2000 but for the AVHRR (0.63& 0.83 um)
rather than VIRS (0.63& 1.61 um) channels.
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Fig.2. Spedral resporse functions, R (dimensionless normalized to 1 at maximum; left y-axis; shown
only for afternoonNOAA satellit es, used to produce the Pathfinder Atmosphere (PATMOS) dataset
Stowe et al. 2007, Rayleigh optica depths, t° (dimensionless multiplied by afador of 10; left y-
axis), and Nedkel and Labs (1984 solar irradiance, F (W m® um'™; right y-axis) in AVHRR channels
1(a) and2 (b).
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Fig.3. “Under-light” refledancein AVHRR channel 1 asafunction o chlorophyll concentration, C,
mg/l (cdculations using Morel (1988 model used in 6S). Above 0.7 um (andthereforein AVHRR
channels 2 and 3a), the under-light” signal isnegligible. Solid lines: model prediction (Morel 1988
used in 6S); dotted lines: error bars (represented by afactor of 1.5 model predictions x1.5* and
x1.5™, respedively
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Fig.4. Diffuse refledance by whitecgs as afunction d wind speed in AVHRR channels 1 (left) and
2 (middle), and AVHRR/3 channel 3a (right). Top (al-c1): Koepke (1984 modd (used in 6S);
bottom (a2-c2): Frouin et al. (1996 model. Solid lines: model predictions; datted lines: error bars
(represented by afador of 2: model predictions x2 and x2**, respectively).
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Fig.5. Per-cent frequency distributions of observationsin the four datsets used in this gudy (total
number of observationsis N;=67,092in Feb’98; N,=79,269 in Apr’'98; N;=101,081in Jan'99; and
N,=108286in May'99) by latitude ¢ (a), longtude A (b), sunBs (c), view By (d), scateringx (€) and
glint y (f) anges. Binsizes(Ap=1°, AA=15°, ABs=1°, ABy=6°, Ax=3°, Ay=3°) were chosen to
normali ze the maxima of the histograms at ~15%, which was found to provide relatively smocth yet
detail ed structure of frequency distributions.
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Fig.6. Per-cent difference between Dave' and 6S refledancesin AVHRR channels 1 (a-b) and 2 (c-d)
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Fig.7. Scatergrams of t;(a) T, (b) and « (c) derived using Dave' versus those derived using the 6S

code, for the four diff erent datasets. Feb' 98 (1); Apr'98 (2); Jan'99 (3); May’ 99 (4).
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Fig.8. Histograms of Dave' -6S differencesfor 11 (a) T2 (b) and « (¢) for the four diff erent datasets:
Feb'98(1); Apr'98(2); Jan'99 (3); May' 99 (4). (Note: statistics for o are cdculated for t1,7,>0.03
only).
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Fig.10. Errorsin aerosol optica depth in AVHRR channels 1 (a), At,, and 2(b), At,, induced by
theretrieval procedure, as afunction of solar zenith angle, for the May’ 99 dataset. Solid line:
average At;; vertica bars - standard deviation, 0,+; open circles - min(At;) and max(Ar;).



